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Abstract—Machine simulation of human reading has been the subject of intensive research for almost three
decades. A large number of research papers and reports have already been published on Latin, Chinese and
Japanese characters. However, little work has been conducted on the automatic recognition of Arabic
characters because of the complexity of printed and handwritten text, and this problem is still an open
research field. The main objective of this paper is to present the state of Arabic character recognition research
throughout the last two decades. ( 1998 Pattern Recognition Society. Published by Elsevier Science Ltd.
All rights reserved
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1. INTRODUCTION

Character recognition systems can contribute tremen-
dously to the advancement of the automation process
and can improve the interaction between man and
machine in many applications, including office auto-
mation, check verification and a large variety of bank-
ing, business and data entry applications.

The different approaches covered under the general
term character recognition fall into either the on-line
or off-line category, each having its own hardware
and recognition algorithms.

In on-line character recognition systems, the com-
puter recognizes the symbols as they are drawn.(1~4)

The most common writing surface is the digitizing
tablet, which operates through a special pen in con-
tact with the surface of the tablet and emits the coor-
dinates of the plotted points at a constant frequency.
Breaking contact prompts the transmission of a
special character. Thus, recording on the tablet pro-
duces strings of coordinates separated by signs indic-
ating when the pen has ceased to touch the tablet
surface.

On-line recognition has several interesting charac-
teristics. First, recognition is performed on one-di-
mensional data rather than two-dimensional images
as in the case of off-line recognition. The writing line is
represented by a sequence of dots whose location is
a function of time. This has several important conse-
quences:

f The writing order is available and can be used by
the recognition process.

*E-mail: amin@cse.unsw.edu.au.

f The writing line has no width.
f Temporal information, like velocity can also be

taken into consideration.
f Additionally, penlifts can be useful in the recogni-

tion process.

Among the on-line systems that recognize isolated
Arabic characters, several methods can be found
in references (5)—(11). Amin(12) introduced three
methods for recognizing on-line handwritten Arabic
cursive words. The first is a structural method(13)

based on segmenting the word into characters. Char-
acters are then recognized using a method similar to
that for isolated characters.(15) Word recognition
works by constructing all possible words by following
every path in the equivalence graph of the lattice.
Binary diagrams(14) are also used to discard ineligible
combination of letters. The second is syntactical
method(15) based on segmentation of words into
primitives such as curves and strokes. An automaton
transforms the primitives into a list of the characters
constituting the word. Finally, the third method uses
a global approach:(16,17) each word is identified ac-
cording to a vector of some pre-determined para-
meters. Furthermore, to enhance the recognition rate
a syntactic and semantic analyzer that verifies the
grammatical structure and the meaning of Arabic
sentence is used.(18)

Al-Emmami and Usher(19) presented a system for
on-line recognition of Handwritten Arabic words.
Words are segmented into strokes based on the
method proposed by Belaid.(20) In the preliminary
learning process, specifications of the strokes of each
characters are fed to the system, while in the recogni-
tion process, the parameters of each stroke are found
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and special rules are applied to select the collection of
strokes that best match the features of one of the
stored characters. However, few words were used in
the learning and testing process, which make the per-
formance of the system questionable.

Off-line recognition is performed after the writing
or printing is completed. Optical Character Recogni-
tion, OCR,(21~29) deals with the recognition of op-
tically processed characters rather than magnetically
processed ones. In a typical OCR system, input char-
acters are read and digitized by an optical scanner.
Each character is then located and segmented and the
resulting matrix is fed into a preprocessor for smooth-
ing, noise reduction, and size normalization. Off-line
recognition can be considered the most general case:
no special device is required for writing and signal
interpretation is independent of signal generation, as
in human recognition.

Over the past three decades, many different
methods have been explored by a large number of
scientists to recognize characters. A variety of ap-
proaches have been proposed and tested by re-
searchers in different parts of the world, including
statistical methods,(30~32) structural and syntactical
methods,(33~35) neural networks,(36~38) expert sys-
tems(39~41) and machine learning.(42~44)

Many papers have been concerned with the recog-
nition of Latin, Chinese and Japanese characters.
However, although almost a third of a billion people
worldwide, in several different languages, use Arabic
characters for writing, little research progress, in both
on-line and off-line, has been achieved towards the
automatic recognition of Arabic characters. This is
a result of the lack of adequate support in terms of
funding, and other utilities such as Arabic text
databases, dictionaries, etc. and of course because of
the cursive nature of its writing rules.

Although other surveys have dealt with both on-
line and off-line Arabic characters,(45~47) this paper
tries to summarize all the work accomplished in the
past two decades in only off-line systems in an attempt
to pin-point the different areas that need to be tackled.
The remainder of this paper is organized as follows:
Section 2 reviews some of the basic characteristics of
Arabic writing. Section 3 covers different approaches
for segmentation and feature extraction, and presents
various methods adopted for the recognition. Finally,
concluding remarks are given in Section 4.

2. GENERAL CHARACTERISTICS OF ARABIC WRITING

Comparison of the various characteristics of Ara-
bic, Latin, Hebrew and Hindi scripts are outlined in
Table 1. Arabic is written from right to left. Arabic
text (machine printed or handwritten) is cursive in
general and Arabic letters are normally connected on
the base line. This feature of connectivity will be
shown to be important in the segmentation process.
Some machine printed and handwritten texts are not

Table 1. Comparison of various scripts

Characteristics Arabic Latin Hebrew Hindi

Justification R-to-L L-to-R R-to-L L-to-R
Cursive Yes No No Yes
Diacritics Yes No No Yes
Number of
vowels

2 5 11 —

Letters shapes 1—4 2 1 1
Number of letters 28 26 22 40
Complementary
characters 3 — — —

cursive, but most Arabic texts are, and thus it is not
surprising that the recognition rate of Arabic charac-
ters is lower than that of disconnected characters such
as printed English.

Arabic writing is similar to English in that it uses
letters (which consist of 29 basic letters), numerals,
punctuation marks, as well as spaces and special sym-
bols. It differs from English, however, in its repres-
entation of vowels since Arabic utilizes various
diacritical markings. The presence and absence of
vowel diacritics indicates different meanings in what
would otherwise be the same word. For example,

is the Arabic word for both ‘‘school’’ and
‘‘teacher’’. If the word is isolated, diacritics are essen-
tial to distinguish between the two possible meanings.
If it occurs in a sentence, contextual information in-
herent in the sentence can be used to infer the appro-
priate meaning. In this paper, the issue of vowel
diacritics is not treated, since it is more common for
Arabic writing not to employ these diacritics. Dia-
critics are only found in old manuscripts or in very
confined areas.

The Arabic alphabet is represented numerically by
a standard communication interchange code ap-
proved by the Arab Standard and Metrology Organ-
ization (ASMO). Similar to the American Standard
Code for Information Interchange (ASCII), each
character in the ASMO code is represented by one
byte. An English letter has two possible shapes, capi-
tal and small. The ASCII code provides separate
representations for both of these shapes, whereas an
Arabic letter has only one representation in the
ASMO table. This is not to say, however, that the
Arabic letter has only one shape. On the contrary, an
Arabic letter might have up to four different shapes,
depending on its relative position in the text. For
instance, the letter ( A’in) has four different shapes: at
the beginning of the word (preceded by a space), in the
middle of the word (no space around it), at the end of
the word (followed by a space), and in isolation (pre-
ceded by an unconnected letter and followed by
a space). These four possibilities are exemplified in
Fig. 1.

Table 2, shows the different shapes of the Arabic
characters in the different positions of the word.

In addition, different Arabic characters may have
exactly the same shape, and are distinguished from
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Fig. 1. Different shapes of the Arabic letter ‘A’ in ‘.

each other only by the addition of a complementary
character. (complementary characters: a portion of
a character that is needed to complement an Arabic
character). These are normally a dot, a group of dots
or a zigzag (hamza). These may appear on, above, or
below the base line and are positioned differently, for
instance, above, below or within the confines of the
character. Figure 2 depicts two sets of characters, the
first set having five characters and the other set three
characters. Clearly, each set contains characters
which differ only by the position and/or the number of
dots associated with it. It is worth noting that any
erosion or deletion of these complementary characters
results in a misrepresentation of the character. Hence,
any thinning algorithm needs to efficiently deal with
these dots so as not to change the identity of the
character.

Arabic writing is cursive and is such that words are
separated by spaces. However, a word can be divided
into smaller units called subwords (a portion of a
word including one or more connected characters).
Some Arabic characters are not connectable with the
succeeding character. Therefore, if one of these char-
acters exists in a word, it divides that word into two
subwords. These characters appear only at the tail of
a subword, and the succeeding character forms the
head of the next subword. Figure 3 shows three Ara-
bic words with one, two, and three subwords. The first
word consists of one subword which has nine letters;
the second has two subwords with three and one
letter, respectively. The last word contains five sub-
words, each consisting of only one letter.

Arabic writing can be, in general, classified into
typewritten (Naskh), handwritten (Ruq’a) and artistic
(or decorative Calligraphy, Kufi, Diwani, Royal, and
Thuluth) styles as shown in Fig. 4. Handwritten and
decorative styles usually include vertical combina-
tions of characters called ligatures. This feature makes
it difficult to determine the boundaries of the charac-
ters. Furthermore, characters of the same font have
different sizes (i.e. characters may have different
widths even though the two characters have the same
font and point size). Hence, word segmentation based
on a fixed size width cannot be applied to Arabic.

3. RECOGNITION OF ARABIC CHARACTERS

There are two strategies which have been applied to
printed and handwritten Arabic character recogni-

tion. These can be categorized as follows:

(1) Holistic strategies in which the recognition is glo-
bally performed on the whole representation of
words and where there is no attempt to identify
characters individually. These strategies were ori-
ginally introduced for speech recognition and can
fall into two categories:
(1.1) Methods based on distance measurements

using Dynamic Programming.(48,49)
(1.2) Methods based on a probabilistic framework

(Hidden Markov Models).(50~55)

(2) Analytical strategies in which words are not con-
sidered as a whole, but as sequences of small size
units and the recognition is not directly performed
at word level but at an intermediate level dealing
with these units, which can be graphemes, seg-
ments, pseudo-letters, etc.(47,56,57)

3.1. Word segmentation

The segmentation phase is a necessary step in re-
cognizing printed Arabic text. Any error in segment-
ing the basic shape of Arabic characters will produce
a different representation of the character component.

Two techniques have been applied for segmenting
machine printed and handwritten Arabic words into
individual characters: implicit and explicit segmenta-
tions.

(1) Implicit segmentation (straight segmentation): in
this technique, words are segmented directly into
letters. This type of segmentation is usually de-
signed with rules that attempt to identify all the
character’s segmentation points.

(2) Explicit segmentation: in this case, words are ex-
ternally segmented into pseudo-letters which are
then recognized individually. This approach is
usually more expensive due to the increased com-
plexity of finding optimum word hypotheses.

In all printed Arabic characters, the width at a con-
nection point is much less than the width of the
beginning character. This property is essential in ap-
plying the baseline segmentation technique.(56,57,59)
The baseline is a medium line in the Arabic word in
which all the connections between the successive char-
acters take place. If a vertical projection of bi-level
pixels is performed on the word equation (1)],

l( j )"+
i

w(i, j) (1)

where w(i, j) is either zero or one and i, j index the rows
and columns, respectively, the connectivity point will
have a sum less than the average value (A») [equation
(2)]

A»"(1/Nc)
Nc
+
j/1

Xj (2)

and where Nc is the number of columns and Xj is the
number of black pixels of the jth column.
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Table 2. The basic alphabets of Arabic characters and their forms at different positions in the word

Hence, each part with a sum value much less than
A» should be a boundary between different charac-
ters. However if the histogram produced from the
vertical projection does not follow the condition of
equation (3), the character remains unsegmented, as
illustrated in Fig. 5.

By examining Arabic characters, it is found that
the distance between successive peaks does not
exceed one third the width of the Arabic character.
That is

Dd
k
D(d

l
/3 (3)
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Fig. 2. Arabic characters differing only with regard to the
position and number of associated dots.

Fig. 3. Arabic words with constituent subwords.

where d
k

is the distance between kth peak and peak
k#1, and d

l
is the total width of the character.

Moreover, at the end of a word or a subword,
equation (4) is also to hold.

¸
k`1

'1.5¸
k

(4)

where ¸
k
is the kth peak in the histogram. This rule is

brought to bear because of the inter-connectivity of
Arabic characters and their shapes at the end of
a word.

This approach depends heavily on a predefined
threshold value related to the character width. More-
over, this approach will not work effectively for
skewed images.

Almuallim and Yamaguchi(57) proposed a struc-
tural recognition technique for Arabic handwritten
words. Their system consists of four phases. The first
is preprocessing, in which the word is thinned and the
midline of the word is detected. Since it is difficult to
segment a cursive word into letters, words are seg-
mented into separate strokes and classified as com-
plementary characters, strokes with a loop and
strokes without a loop. These strokes are then further
classified using their geometrical and topological
properties. Finally, the relative positions of the classi-
fied strokes are examined, and the strokes are com-
bined in several steps into the string of characters that
represents the recognized word. System failures in
most cases were due to incorrect segmentation of
words.

Fig. 4. Different styles and fonts for the writing of Arabic
text.

Segmentation is also achieved by tracing the outer
contour(60) of a given word and calculating the dis-
tance between the extreme points of intersection of the
contour with a vertical line. The segmentation is
based on a horizontal scan from right to left of the
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Fig. 5. An example of segmentation of the Arabic word
into characters: (a) Arabic word, (b) histogram, (c) word

segmented into characters.

closed contour using a window of adjustable width w.
For each position of the window, the average vertical
distance h

av
is calculated across the window. At the

boundary between two characters, the following con-
ditions should be met:

(1) h
av
(¹. In this case, a silence region is detected,

which means that the average vertical distance
over the window should be less than a certain
preset threshold ¹.

(2) Detected boundaries should lie on the same hori-
zontal line (the base line).

(3) No complementary characters should be
located (above or below the base line) at a silence
region.

Readjustment of parameters w and ¹ as well as
backtracking may occur if segmentation leads to a re-
jected character shape. Figure 6 illustrates some
examples of this method.

El-Khaly and Sid-Ahmed(61) segment a thinned
word into characters by following the average base-
line of the word and detecting when the pixels start to
go higher or lower than it.

Abdelazim and Hashish(62) use the technique of
traversing an energy curve (similar to that used in
speech recognition, to discriminate the spoken utter-
ance from the silence background), which shows
the number of black pixels in each column of the
digitized word, to segment the word into characters.
This curve is traversed and a threshold value is
used to select significant primitives leaving out silent
zones.

Shoukry(63) used a sequential algorithm based on
the input-time tracing principle which depends on the
connectivity properties of the acquired text in the
binary image domain. This algorithm bears some re-
semblance to an algorithm devised by Wakayama(64)

for the skeletonization of binary pictures.

Fig. 6. Segmented Arabic words and the corresponding con-
tour heights.

The SARAT system(65) used outer contours to seg-
ment an Arabic word into characters. The word is
divided into a series of curves by determining the start
and end points of the word. Whenever the outer
contour changes sign (from a positive to a negative
curvature) a character is segmented.

Kurdy and Joukhadar(66) use the upper distance
function of the subword, which is the set of the highest
points in each column. They assign to each point
of the function a token name by comparing the
point’s height to the height and token name of the
point on its right. Using a grammar, they then parse
the sequence of tokens of a subword to find the
connection points.

Finally, Amin and Al-Sadoun(67,68) adopted a new
technique for segmenting Arabic text. The algorithm
can be applied to any font and it permits the overlay
of characters. There are two major problems with the
traditional segmentation method which depends on
the baseline:

(1) Overlapping of adjacent Arabic characters occurs
naturally, see Fig. 7a. Hence, no baseline exists.
(his phenomenon is common in both typed and
handwritten Arabic text.

(2) The connection between two characters is often
short. Therefore, placing the segmentation points
is a difficult task. In many cases, the potential
segmentation points will be placed within a char-
acter rather than between characters.

The word in Fig. 7a was segmented utilizing a base-
line technique. Figure 7b shows the proper segmenta-
tion and the result of the new segmentation method is
shown in Fig. 7c.

The new technique can be divided into four major
steps. First is the digitization step in which the
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Fig. 7. Example of an Arabic word and different
techniques of the segmentation.

original image is transformed into a binary image
utilizing a scanner (300 dpi). Second, there is a prepro-
cessing step in which the Arabic word is thinned using
a parallel thinning algorithm. Third, the skeleton of
the image is traced from right to left using a 3]3
window and a binary tree is constructed. The Free-
man code(69) is used to describe the skeleton shape.
Finally, the binary tree is segmented into subtrees
such that each subtree describes a character in the
image.

3.2. Feature extraction and recognition

It is known that features represent the smallest set
that can be used for discrimination purposes and for
a unique identification for each character. Features
can be classified into two categories:

(1) Local features which are usually geometric (e.g.
concave/convex parts, type of junctions: intersec-
tions/T-junctions/endpoints, etc.).

(2) Global features which are usually topological
(connectivity, number of connected components,
number of holes, etc.) or statistical (Fourier trans-
form, invariant moments, etc.).

Nouh et al.(70) suggested a standard Arabic charac-
ter set to facilitate computer processing of Arabic
characters. In this work, thirteen features, or radicals,
which represent parts of characters are selected by
inspection. The recognition is based on a decision tree
and a strong correlation measurement. The disadvan-
tage of the proposed system is the assumption that the

incoming characters are generated according to speci-
fied standard rules.

Parhami and Taraghi(71) presented a technique for
the automatic recognition of machine printed Farsi
text (which is similar to Arabic text). The authors first
segment the subword into characters by identifying
a series of potential connection points on the baseline
at which line thickness changes from or to the thick-
ness of the baseline. Although they also have some
rules to keep characters at the end of a subword
intact, they segment some of the wider characters (e.g.

) into up to three segments. Then they select twenty
features based on certain geometric properties of the
Farsi symbols to construct a 24 bit vector that is
compared with entries of a table where an exact match
is checked first. The system is heavily font dependent,
and the segmentation process is expected to give in-
correct results in some cases.

Table lookup is used for the recognition of isolated
handwritten Arabic characters.(72) In this approach,
the character is placed in a frame which is divided into
six rectangles and a contour tracing algorithm is used
for coding the contour as a set of directional vectors
by using a Freeman code. However, this information
is not sufficient to determine Arabic characters, there-
fore extra information related to the number of dots
and their position is added. If there is no match, the
system will add the feature vector to the table and
consider that character as a new entry.

Amin and Masini(56) adopted a structural approach
for recognizing printed Arabic text. Words and sub-
words are segmented into characters using the base-
line technique. Features such as vertical and horizon-
tal bars are then extracted from the character using
horizontal and vertical projections. Four decision
trees, chosen according to the position of the charac-
ter within the word which was computed by the seg-
mentation process, have been used. The structure of
four decision trees allows a rapid search for the appro-
priate character. Furthermore, trees are utilized in
distinguishing characters that have the same shape
but appear in different positions within a word.

Amin and Mari(57) proposed a new technique for
multifont Arabic text which includes character and
word recognition. A character is divided into many
segments by a horizontal scan process (Fig. 8). In this
way, segments are connected to form the basic shape
of the character. Segments not connected with any
other segment are considered to be complementary
characters. By using the Freeman code,(69) the con-
tour detection process is applied to these segments to
trace the basic shape of the character and generate
a directional vector through a 2]2 window. A deci-
sion tree is then used for the recognition of the charac-
ters. Finally, a Viterbi algorithm(73) is used for Arabic
word recognition to enhance the recognition rate. The
main advantage of this technique is to allow an auto-
matic learning process to be used.

The study reported in refertences (61), (74) and (75)
utilizes moment invariant descriptors to recognize the
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Fig. 8. Major segments of character .

characters. Other techniques include a set of Fourier
descriptors from the coordinate sequences of the outer
contour which is used for the recognition.(60) Also, in
reference (76) each character is assigned a logical
function where characters are pre-classified into four
groups depending on the existence of certain pixels in
a specified location of the image.

In reference (45) table lookup is adopted for the
recognition of isolated Arabic characters. In this ap-
proach, the character is placed in the frame window
and divided into small windows to extract some
features. These features include end points, inter-
section points, corners, and the relationship
between the length and width of the window frame.
Characters are identified by an association between
feature points and their locations within the window
frame. The recognition is achieved by finding a match
between unknown characters and entries in a lookup
table.

To enhance the recognition rate of an OCR system,
some characteristic morphological properties of the
Arabic language can be used. Amin and Al-Fed-
aghi(58,77) describe a method for spell correction of
Arabic words. They correct spelling errors and com-
plete words that have some unrecognized characters
using an algorithm that depends on the frequencies of
roots and patterns in Arabic.

Haj Hassan(78,79) introduced a syntactic-structural
method for recognizing printed Arabic text. Words
are segmented into characters using a method similar
to that proposed in reference (71). Primitives
such as horizontal, vertical, and oblique with positive
and negative slopes are then extracted from the char-
acter. These primitives are detected in a pre-defined
regions inside the characters. Finally, descriptive
languages (binary word) are used to describe the
characters.

Al-Badr and Haralick(80) proposed a system to
recognize machine printed Arabic words without
prior segmentation by applying mathematical mor-
phology operations on the whole page to find the

locations where shape primitives are present. They
then combine those primitives into characters and
print out the character identities and their location on
the page.

Sano et al.(81) introduced a structural approach
using fuzzy relations for recognizing handwritten
isolated Arabic characters. Each input pattern is
divided into sub-patterns (strokes) by feature
points; end points, branch points, intersections
and maximum curvatures point, etc. The number of
sub-patterns varies from one to six depending on the
input character. The sub-pattern are then represented
in terms of similarity to primitive elements (straight
line, circle and diacritical point). The algorithm
has been tested on a small number of handwritten
samples.

Finally, Bouslama(82) adopted an algorithm based
on structural technique and fuzzy logic for recog-
nizing isolated printed Arabic characters. The
structural technique is used to extract features
from the input character such as number of strokes
before and after segmentation, the position of the
center of gravity of each sub-segment, the black pixel
ratio of the sub-segment with respect to the total
number of black pixels in the skeleton, the chain code,
the length ratio of the distance between end points
and the total length of each sub-segment, etc. Fuzzy
logic concepts are used to model any variations or
uncertainties in the feature values to allow a better
and more realistic representation of these features.
Moreover, Fuzzy rules is also used for characters
classification.

3.3. Neural network classifiers

Among the many applications that have been pro-
posed for neural networks, character recognition has
been one of the most successful. Compared to other
methods used in pattern recognition, the advantages
most often stated in favor of a neural network ap-
proach to pattern recognition are that (1) it requires
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Fig. 9. Complete representation of an Arabic character for
the neural network input layer.

less input of knowledge about the problem than other
approaches, (2) it is capable of implementing more
complex partitioning of feature space, and (3) it is
amenable to high-performance parallel-processing
implementations. However, the disadvantages of neu-
ral network solutions, compared with statistical ap-
proaches, include (1) the extensive amount of training
required, (2) slower operation when implemented as
a simulation on a conventional computer, and (3) the
unavailability of a detailed understanding of the deci-
sion-making process that is being used (i.e. the deci-
sion surfaces in feature spaces).(83)

Amin and Al-Sadoun(84~86) proposed a structural
approach for recognizing handwritten Arabic charac-
ters. The binary image of the character is first thinned
using a parallel thinning algorithm and then the skel-
eton of the image is traced from right to left using
3]3 window in order to build a graph to represent
the character. Features like straight lines, curves and
loops are then extracted from the graph. Finally, a five
layer artificial neural network is used for the character
classification. Each character is classified in term of
the segments used in the system such as dot, hamza,
line, curve and loop. The relationships between the
segments are encoded in the object inter-relationship
matrix. The overall design of the input layer uses 150
neurons. Figure 9 illustrates an example of the charac-
ter representation using this input layer design.

Altuwaijri and Bayoumi(87) introduced a system for
recognizing printed Arabic words using artificial Neu-
ral Networks (NN). The system can be described into
three different steps: first the Arabic input word is
segmented into characters using an approach similar
to that of reference (56). Next, six moments are used
for extracting features from the segmented characters
feeding it to the neural network. Finally, a multi-layer
perceiptron network with back-propagation learning
with one hidden layer is used to classify the character.

Finally, Amin and Mansoor(88) used artificial neu-
ral networks for recognizing Arabic printed text. The
technique can be summarized into three major steps:
The first step is pre-processing in which the original
image is transformed into a binary image utilizing
a 300 dpi scanner and then forming the connected
component. Second, global features of the input Ara-
bic word are then extracted such as number subwords,

number of peaks within the subword, number and
position of the complementary character, etc. Finally,
a three layer artificial neural network is used for the
word classification. The overall design of the input
layer uses a total of 270 neurons.

3.4. Stochastic methods

Hidden Markov models (HMM) have now become
the prevalent paradigm in automatic speech
recognition.(89~91) Recently, several researchers in
handwriting recognition have tried to transpose the
HMM technology to their field after realizing that
word images could be assimilated to sequences of
observations.(92~101) HMM’s form a family of tools
for modeling sequential processes in a statistical and
generative manner. Their reputation is due to the
results attained in speech recognition which derive
mostly from the existence of automatic training tech-
niques and the advantages of the probabilistic frame-
work.

An HMM can be defined by: (1) a set of states MSN,
with an initial state S

I
and a final sate S

F
; (2) The

transition probability matrix, A"Ma
ij
N, where a

ij
is

the transition probability of taking the transition
from state i to state j; (3) The output probability
matrix B. For a discrete HMM, B"Mb

j
(O

k
)N, where

O
k

represents a discrete observation symbol. For
a continuous HMM, B"Mb

j
(x)N, where x represents

continuous observations of k-dimensional random
vectors. If the initial state distribution n"Mn

i
N, the

complete parameter set of the HMM can be expressed
compactly as:

j"(A, B, n) (5)

An HMM can be based either on discrete observa-
tion probability distributions or continuous mixture
probability density function. In the discrete HMM,
the discrete probability distributions are sufficiently
powerful to characterize any random event with a rea-
sonable number of parameters. The principal advant-
age of continuous HMM is the ability to directly
model the parameters of a continuous signal. A semi-
continuous HMM provides a framework for unifying
the discrete and continuous HMM’s.

Given the definition of HMM, there are three basic
problems of interest that must be solved for real world
applications: the evaluation problem, the decoding
problem, and the learning problem. The solutions to
these three problems are forward—backward algo-
rithm, The Viterbi algorithm, and the Baum—Walch
algorithm. For more detailed references on the theory
and computation of HMM, the readers may consult
reference (102).

The major challenge in the Arabic writing recogni-
tion systems come from the cursive nature of the data.
Therefore, none of the existing HMM systems, if any,
were able to accurately recognize an unconstrained
Arabic handwritten cursive script. However, few re-
searchers applied HMM on Arabic printed text.
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Fig. 10. HMM associated to the word: ala / ayn lam a/.

For example, Amin and Mari(57) used Viterbi Algo-
rithm to enhance the recognition of multi-font Arabic
printed text. Upon failure to recognize a given word,
a lattice of character hypotheses is generated with it’s
probabilities using different models. Figure 10 shows
the HMM used for the word ‘‘ala’’. A discrete prob-
ability density function (PDF) is shown at every state
of the word model. Each bin of the PDF represents
the probability of observing a given character. It is
determined by combining the frequencies of trigrams
extracted from the dictionary and the OCR confi-
dence score for each character. For each sequence of
the lattice, the system determines the maximum likeli-
hood state sequence using the Viterbi algorithm
which maximizes the joint probability of the observa-
tion and the state sequence.

Schwartz et al.(53) presented a method for reusing
existing continuous speech recognition package (the
BBN BYBLOS) on printed Arabic text. The idea is
that HMM algorithms for training and recognition
are language independent; only the lexicon and the
training data can make the difference in their applica-
tion. Similar to speech where data is a single continu-
ous utterance, text line image is used as an entry to the
system. The observation sequence is composed of
feature vectors computed as a function of horizontal
position within the line (see Fig. 11). A frame, defined
as a narrow vertical strip, with a width that is a small
fraction (typically about 1/15) of the height of the line
is divided into 20 equal overlapping cells. Vector
components are language independent and highlight
simple properties as local intensity, vertical and hori-
zontal derivative of intensity, local slope, etc.

The system uses a right-to-left HMM for each
character. A model for a word is obtained by the
concatenation of its character models. The for-
ward—backward training algorithm is used for deriv-
ing the maximum likelihood estimates of the model
parameters. The algorithm is reinforced by ensuring
distributions to cluster similar states with insufficient
training and retraining the weights of the cluster
states. The authors also used two models: the lexicon
(obtained by using a large text corpus) and the lan-
guage model. The language model could be a bigram
or trigram which contains probabilities of words in

Fig. 11. Feature extraction for a line of text.

the lexicon. In the recognition phase, a multi-pass
search algorithm(103) is used instead of the Viterbi
algorithm because of the largeness of the state space.
The system has been tested for multi-font texts with
a large Arabic database resulting in an average char-
acter error rate of 1.9%.

Mahjoub(53) followed a more conventional scheme
for the recognition of isolated on-line Arabic charac-
ters. Each character is represented by an observation
sequence, determined from a list of normalized radial
distances. During training, the forward—backward al-
gorithm is applied to derive the maximum likelihood
density estimate.

Similar to Latin character recognition systems, the
application of 1D—HMM, limited to linear sequence
observation, to Arabic words is not the best approach.
An alternative approach is to enlarge the HMM by
defining ‘‘bidimensional’’ models.(104~106) However,
this approach resulted in exponential complexity for
the recognition process. Kuo and Aggazi(104) sugges-
ted a solution for this problem by splitting the image
into bands (horizontally or vertically) and associating
a 1D-HMM for each band. Moreover, left-to-right
models (called secondary) are proposed in the hori-
zontal direction because of Latin characters stability
in this direction. In addition, another model in the
vertical direction (called principal with super-states)
correlates the observation generated by the horizontal
model. This architecture is attractive, however, it
poses a line independence problem of the super-state.
Several solutions have been proposed in references
[104] and [105]. The first solution is resolved by
adding a post—processing module taking into account
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Fig. 12. PAW separated into six super-states.

the duration, while the second solution is to compute
the equivalent classes of super-state.

Finally, Ben Amara and Belaid(55) used an efficient
super-state duration distribution modeling. The ap-
plication deals with connected chains of Printed Ara-
bic Words (PAW). Bands are determined according to
the topology of each PAW. The system uses several
features such as: stem, upper dots, loop, lower dots
and descender, etc.. (Fig. 12). The observation for sec-
ondary models is composed of successive segments
found in lines, coding their duration (length) and
location. During training, the image is segmented into
vertical bands given duration and lines belonging to
super-states. The probability distribution of the dura-
tion is calculated by the estimation of the frequency of
a band height for a given super-state.

4. CONCLUSIONS

This paper presented the problems related to
printed and handwritten Arabic characters, and much
of the important research work was briefly described
in an attempt to present the current status of Arabic
character recognition research. This is still an open
research area and there is no commercial Arabic OCR
system available yet. This is because of the segmenta-
tion problem, which is in fact similar to the segmenta-
tion of cursive script in many languages, and because
of the complexity of Arabic characters. Moreover, all
the algorithms presented in this paper deal with un-
vocalized text and the recognition of vowel diacritics
is an extremely important research area in the Arabic
language.

However, it is very difficult to give comparative
results for the methods proposed so far. Most of the
methods used for Arabic handwriting were tested on
small and different Databases created by only a few
people as there is not any common Arabic Database
available. This is also true for all the methods used
for printed Arabic characters. This is the reason why

the results in the previous sections, which are dedi-
cated to the description of the techniques, were not
included.

As stated previously, no vital computational tech-
niques in this area have yet been fully explored. As
such, this field is of importance for future research.
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