
2169-3536 (c) 2016 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2016.2573314, IEEE Access

1

A Survey of Collaborative Filtering Based
Recommender Systems for Mobile Internet

Applications
Zhe Yang, Bing Wu, Kan Zheng, Senior Member, IEEE, Xianbin Wang, Senior

Member, IEEE, and Lei Lei, Member, IEEE

Abstract—With the rapid development and application of the
mobile Internet, huge amounts of user data are generated and col-
lected every day. How to take full advantages of these ubiquitous
data is becoming the essential aspect of a recommender system.
Collaborative filtering (CF) has been widely studied and utilized
to predict the interests of mobile users and to make proper
recommendations. In this paper, we first propose a framework of
CF recommender system based on various user data including
user ratings and user behaviors. Key features of these two kinds
of data are discussed. Moreover, several typical CF algorithms
are classified as memory-based approaches and model-based
approaches and compared. Two case studies are presented in
an effort to validate the proposed framework.

Index Terms—Mobile Internet, Recommender System, Collab-
orative Filtering.

I. INTRODUCTION

Along with the rapid development of mobile Internet and
cloud computing, massive amounts of data are produced every
day by both people and machines. Our society has already
entered the era of Big Data [1]. Thanks to the various smart
devices and mobile applications, Internet users can acquire
all sorts of information about education, shopping, social
activity, etc. [2] [3] [4] [5]. However, as the volume of data
increases, individuals have to face the problem of excessive
information, which makes it more difficult to make the right
decisions. This phenomenon is known as information overload
[6]. Moreover, limited by the input ability of mobile devices,
users are usually unwilling to type in lots of words to describe
what they want. Recommender system can alleviate these
problems by effectively finding users’ potential requirements
and selecting desirable items from a huge amount of candidate
information. Recommender systems are usually classified into
two categories, i.e., content-based and collaborative filtering
(CF) [7].

Content-based recommender system utilizes the contents of
items and finds the similarities among them. After analyzing
sufficient numbers of items that one user has already shown

Manuscript received April 22, 2016; revised May 23, 2016.
Zhe Yang, Bing Wu, and Kan Zheng are with the Intelligent Computing and

Communication (IC2) Lab, Key Lab of Universal Wireless Communications,
Ministry of Education, Beijing University of Posts and Telecommunications
(BUPT), Beijing, 100876, China (E-mail: zkan@bupt.edu.cn).

Xianbin Wang is with the Department of Electrical and Computer Engi-
neering, The University of Western Ontario, N6A 5B9, London, Canada.

Lei Lei is with the State Key Laboratory of Rail Traffic Control and Safety,
Beijing Jiaotong University, Beijing, China.

favor to, the user interests profile is established. Then the
recommender system could search the database and choose
proper items according to this profile. The difficulty of these
algorithms lies in how to find user preferences based on the
contents of items. Many approaches have been developed to
solve this problem in the areas of data mining or machine
learning. For example, in order to recommend some articles
to a specific reader, a recommender system firstly obtains all
the books this reader has already read and then analyzes their
contents. Key words can be extracted from the text with the
help of text mining methods, such as the well-known TF-IDF
[8]. After integrating all the key words with their respective
weights, a book can be represented by a multi-dimensional
vector. Specific clustering algorithms can be implemented to
find the centers of these vectors which represent the interests
of this reader.

On the other hand, collaborative filtering (CF) has become
one of the most influential recommendation algorithms [9].
Unlike the content-based approaches, CF only relies on the
item ratings from each user. It is based on the assumption that
users who have rated the same items with similar ratings are
likely to have similar preferences. CF is specifically designed
to provide recommendations when detailed information about
the users and items is inaccessible. Furthermore, it successfully
mitigates the problem of over-specialization [10], which is
quite common in content-based systems. Over-specialization
is the phenomenon that recommended items are always much
the same and the diversity of recommendations is neglected.
As CF makes recommendations according to the neighborhood
(people with similar preferences), the item one user has
consumed may be something new to his neighbors. The above
features are particularly attractive which make CF algorithms
extensively employed in recommender systems.

However, to the best of our knowledge, very few studies
have revealed the common features of the various CF algo-
rithms for mobile Internet applications. In addition, most of
the existing surveys merely introduce the principles of CF
algorithms, ignoring the importance of case study, which can
demonstrate the performances of typical algorithms visually
and specifically. Therefore, this paper focuses on collabora-
tive filtering based recommender systems for mobile Internet
applications. In particular, main contributions of this paper are
highlighted as follows:
• We introduce a general framework of CF recommender

system. This framework assists recommender developers
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to utilize the gathered data and to generate proper rec-
ommendations. The features of data collected from both
user behaviors and user ratings are also discussed and
compared.

• CF algorithms are classified. Main procedures of CF are
briefly summarized and introduced.

• Two case studies are presented to validate the proposed
framework. Evaluations on representative CF algorithms
are conducted based on real-world datasets with detailed
analysis and comparison.

The rest of this paper is organized as follows. Section II
presents the framework of CF. Both classification and main
procedures of typical CF algorithms are introduced in Section
III. In Section IV, we conduct two case studies based on real-
world datasets in order to analyze the performances of CF
algorithms. Finally, Section V concludes this paper.

II. FRAMEWORK OF CF RECOMMENDER SYSTEM

As illustrated in Fig. 1, the framework of a typical CF
recommender system includes: 1) Data Collection; 2) Pre-
processing; 3) Collaborative Filtering. Firstly, user data are
collected through wireless networks and stored in the cloud
database [11]. Then certain pre-processing operations are
imperative for ensuring the data integrity and reliability. Based
on these data, CF algorithms are implemented to predict user
interests and recommend related items in order to save the
time and effort.

A. Data Collection

Data collection is the fundamental of the entire recom-
mender system. The gathered data mainly fall into four cate-
gories: demographic data, production data, user behavior and
user rating [12].

1) Demographic Data: Many businesses require users to
register on their servers and fill in personal information before
using the services. The personal information usually includes
name, telephone, gender, hobbies, etc. Based on the analysis
of the above demographic data, businesses can establish the
user profiles and push promotional messages to the mobile
clients more specifically.

2) Production Data: Merchants tend to classify their com-
modities according to their functions, brands, prices, etc. For
example, a video website usually adds tags to their videos
in order to help the consumers to find what they enjoy more
conveniently. Hence, the production data are easy to access by
the businesses.

3) User Behavior: While browsing a website or listening
to a piece of music, users are likely to be monitored by the
server which stores a large amount of behavior data, such as
the playing duration of a song, the purchasing date of a book,
or even the number of clicks on a webpage. These data are
usually of large volumes and need to be analyzed by specific
data mining methods.

4) User rating: Some websites provide rating systems and
guide consumers to rate items that they have experienced, such
as movies, songs and web services. These ratings reflect the
preferences of a consumer and receive increasing attention

from the businesses. Furthermore, items may have various
attributes which need to be rated respectively. Accordingly
some rating systems provide users the opportunity to rate items
based on multiple criteria which can greatly enrich the rating
information [13].

All the data mentioned above can play an important role in
the recommender system if being effectively utilized. How-
ever, as explained in Section I, collaborative filtering does
not need any information about the users (demographic data)
and items (production data), it focuses on the user’s feedback
including the explicit feedback (user rating) and the implicit
feedback (user behavior) [14]. Key features of these two kinds
of data are summarized in Table I.

B. Pre-processing

With the development of mobile Internet, the collected data
are usually in various formats due to the diversity of user
equipments and the heterogeneity of networks [16]. There-
fore, data pre-processing has become an indispensable part
of recommender systems, which is responsible for ensuring
the input data of collaborative filtering to be completed and
reliable. Pre-processing is usually divided into the following
three steps.

1) Data Cleaning: Raw data cannot be directly utilized
due to the presence of dirty data which may be produced by
possible equipment failures or transmission errors. The error
ratio may become very high especially when users are in a
high speed [17] [18]. Besides, some consumers may rate the
items arbitrarily, such as giving all items the highest rating
for saving time, which is likely to reduce the reliability of
the rating information on the whole. Specific outlier detection
algorithms can alleviate these problems to some extent [15].
For example, after choosing part of the ratings as training
data and establishing a classifier model based on machine
leaning algorithms, the outliers can be removed with satisfying
accuracy.

2) Generation of Implicit Ratings: Most CF recommender
systems merely treat explicit user ratings as valuable informa-
tion. However, a large portion of users do not always rate the
items they have already consumed, which leads to the problem
of data sparsity [19]. Thanks to the extensively applied mobile
clients, specific user behaviors are collected and stored in the
cloud with tremendous potential value, which may become
the key to mitigate this problem. For instance, recommender
systems collect massive volumes of user ratings and behaviors
as training set and then implement specific machine learning
algorithms on it, such as neural network or decision tree, so
as to construct a prediction model which can transform user
behaviors into implicit ratings, as illustrated in Fig. 2. The
volume of rating data can be increased greatly by this means.

3) Data Integration: Both the explicit and implicit rating
data are integrated into a matrix, namely, the rating matrix, as
shown in Fig. 3. Obviously, there are still a plenty of missing
elements in this matrix which need to be filled in through
collaborative filtering.
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Fig. 1. Framework of CF recommender system.

TABLE I
KEY FEATURES OF THE USER RATING AND USER BEHAVIOR.

Feature User Behavior User Rating
Data size Large Small

(Non)-structured Mainly semi-structured or non-structured,
usually stored in the log files.

Structured data, which can be easily represented
by a matrix.

Coverage Wide, nearly all the users are recorded. Narrow, only a part of users have the habit of
rating an item after using it.

Objective/Subjective Objective Subjective

Easy/Difficult to be utilized Difficult, certain algorithms are needed
to explore the potential value.

Easy, data can be directly input into CF
recommender systems.

Reliability Instable due to the data mining algorithms
and the amount of training data.

High, which reflects the user’s preference on
a certain item.

Prediction

Model

Training

User Item Browse Buy Ratings

U1 A 3

U1 B 1

U2 C 2

User Item Browse Buy

U3 E

U3 F

U3 G

User Item Ratings

U3 E 2

U3 F 3

U3 G 1

Fig. 2. Generation of implicit ratings based on user behaviors.

C. Metrics of Collaborative Filtering

General procedures of CF include predicting missing values,
ranking items and selecting Top-N items. Since the rating
matrix is incomplete, the main task of collaborative filtering
is to predict these missing elements based on the known data.
After that, items are ranked according to predicted ratings and

Top-N of them are selected as the recommendations. Once
a recommender system is established, another challenge is
how to evaluate its performance. The metrics of recommender
systems are divided into three categories [20], i.e.

1) Predictive Accuracy Metrics: In order to estimate the
accuracy of the prediction, the complete dataset is divided
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Fig. 3. A rating matrix with missing values.

into a training set and a test set. The training set is used
to generate predictions while the test set is responsible for
evaluating the predictive accuracy. Two predictive accuracy
metrics are extensively applied in collaborative filtering, i.e.,
Mean Absolute Error (MAE) and Root Mean Square Error
(RMSE), which is defined by Eq. (1) and Eq. (2).

MAE =

∑
(u,i)∈Rtest

|Ru,i −R′u,i|
|Rtest|

, (1)

RMSE =

√∑
(u,i)∈Rtest

|Ru,i −R′u,i|
|Rtest|

, (2)

where |Rtest| represents the number of ratings in test set. Ru,i
is the predicted rating for user u on item i and R′u,i is the
actual rating in test set. A lower MAE or RMSE represents a
higher predictive accuracy.

2) Classification Accuracy Metrics: Even though the above
metrics are effective and easy to understand, users may not
care about the exact figure of the predicted rating. What they
only concerned is whether the recommendations are relevant
with their interests or not. Under this circumstance, a feasible
solution is to transform the ratings into the binary scale by
choosing threshold properly. For example, if the ratings range
from 1 to 5, items rated greater than 4 can be regarded as
relevant and the others as irrelevant. In this way, both the
recommendation list and the test set are divided into two
parts. Three classification accuracy metrics are widely used
to evaluate the relevance between recommendations and user
interests, i.e., Recall, Precision and F-1 score [22].

Recall is defined as the proportion between the number of
relevant items in the recommendation list and that in the test
set.

recall =

∑
u L(N, u)∑
u L(u)

, (3)

where L(N, u) and L(u) represent the relevant items for user
u in recommendation list and test set respectively. The upper
limit of recall is 1, which means all the relevant items in the
test set can be found in the recommendation list.

Precision is defined as the percentage of relevant items in
the recommendation list.

precision =

∑
u L(N, u)

UN
, (4)

where U is the number of users. The upper limit of precision
is 1, which means all the items in recommendation list are
relevant.

Sometimes these two metrics may conflict with each other.
For example, if the system presents all the items in the dataset
to users as recommendations, the precision may be very low
while the recall reaches up to 1. However, if the system only
recommends one item to user and this item is exactly relevant,
then the precision is 1 while the recall is unlikely to be high.
In order to synthesize the two metrics, F1-score is proposed
which is defined as the harmonic mean between recall and
precision [24].

F1 =
2 ∗ recall ∗ precision
recall + precision

. (5)

3) Diversity Metrics: Recently, researchers become in-
creasingly aware that simply pursuing the increase of predic-
tive accuracy may reduce the diversity of recommendations
[27]. Thus diversity metrics need to be taken into account
while generating recommendations and they can be divided
into two parts, i.e., intra-list similarity and inter-list similarity
[25]. Intra-list similarity Siu measures the similarity between
each item in the recommendation list for user u, which is
computed as

Suintra =
2

n(n− 1)

∑
i,j∈Lu,i6=j

Sim(i, j), (6)

where Lu is the recommendation list for user u. n is the num-
ber of recommendations. Sim(i, j) represents the similarity
between item i and j. The details of similarity calculation are
provided in the next section.

Inter-list similarity is used to measure the similarity between
the recommendations of user u and other users, which is
defined as

Sinter =
2

n(n− 1)

∑
u,v∈U,u6=v

|Lu ∩ Lv|
|Lu|

, (7)

where n is the number of recommendations for user u. Lu
and Lv are the recommendation lists for user u and v. It is
evident that a higher intra-list or inter-list similarity indicates
a lower diversity of the recommendation list.

III. TYPICAL ALGORITHMS OF CF

As illustrated in Fig. 4, CF algorithms can be roughly clas-
sified into two categories, i.e., memory-based CF and model-
based CF [28]. Memory-based CF algorithms directly utilize
volumes of historical data to predict rating on target item
and provide recommendations for the active user. Whenever a
recommendation task is performed, the system needs to load
all the data into the memory and implement specific algorithms
on them. Differently, model-based CF can utilize certain data
mining methods to establish a prediction model based on the
known data. Once the model is obtained, it does not need the
raw data any more while recommending.
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Fig. 4. Classification of collaborative filtering algorithms.

A. Memory-based CF
Memory-based CF is commonly utilized in recom-

mender systems owning to its high-effectiveness and easy-
implementation. The performance of memory-based CF is
usually satisfactory on both accuracy and diversity. Based
on all the ratings in database, the recommender system finds
neighbors for certain user or item and calculates the predicted
value for the unknown rating.

1) Classification: Memory-based CF algorithms can be
divided into two kinds: user-based CF and item-based CF [23].
User-based CF explores the relationship between rows in the
rating matrix while item-based CF focuses on the relationship
between columns.

a) User-based CF: User-based CF firstly calculates the
similarities between the active user and the other users. Com-
mon similarity measures in CF include pure cosine, adjusted
cosine and Pearson correlation coefficient. Users with high
similarities are selected as neighbors of the active user. Then
the system utilizes the neighbors’ ratings on a specific item
to calculate the weighted average which is regarded as the
predicted rating, treating the respective similarities as weights.
At last, the recommender ranks all the items according to their
predicted ratings and selects Top-N items as recommendations.
One challenge the user-based CF has to face is the scalability
problem. For some famous video websites with millions of
registered users, calculating the similarities among all users
and choosing neighbors in real-time is difficult to implement.
As a result, user-based CF is more suitable when users are not
so many and the user group is relatively stable.

Item-average algorithm is a special case of user-based CF,
which chooses all the users as neighbors with equal weights,
as illustrated in Fig. 5.

b) Item-based CF: Unlike the user-based CF, item-based
CF focuses on the similarities among items. It is based on the
assumption that items with similar user ratings are likely to be
of similar types. Hence the similarities among items are firstly
calculated using the same similarity measures with the user-

A B C D

U1 ? 1 4 3

U2 3 2 2 2

U3 2 1 1 3

U4 4 4 2 4

A B C D

U1 3 1 4 3

U2 3 2 2 2

U3 2 1 1 3

U4 4 4 2 4

Calculate 

the average

Fig. 5. Rating prediction using item-average algorithm.

based CF. After choosing the neighbors for the target item and
calculating the weighted average, the predicted rating on this
item is obtained. It is easy to understand that once the items
are too many and change frequently, scalability problem is
also difficult to avoid. A comparison between the user-based
CF and item-based CF is shown in Table II.

2) General Procedures: Fig. 6 gives five general procedures
of memory-based CF which need to be analyzed in detail as
follows:
• Step 1: Similarity Computation

Similarity computation between users or items is a critical
step in CF. Lots of similarity measures are extensively
used in memory-based CF, e.g.
a) Basic Similarity Measures:

– Pure Cosine Similarity:
Pure cosine similarity measures the cosine value
of the angle between two vectors. For the user-
based CF, users are represented by the rows of the
rating matrix with the missing values set to 0. Pure
cosine similarity between user vectors is calculated
as follows,

ωuij = cos(~i,~j) =
~i ·~j

||~i||2 ∗ ||~j||2
. (8)

where i and j indicate two user vectors. For the item-
based CF, items are represented by the columns of
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TABLE II
COMPARISON BETWEEN USER-BASED CF AND ITEM-BASED CF.

Categories of CF Similarity Application scenarios

User-based CF User-user similarity • The number of items is larger than that of users.
• Users do not change frequently.

Item-based CF Item-item similarity • The number of users is larger than that of items.
• Items do not change frequently.

Users

Rating Matrix

Step 1:

Similarity Calculation

Step 2:

Neighbor Selection 

Step 3:

Prediction

Step 5:

Selection of Top-N 

Items

Step 4:

Items Ranking

Basic

Similarity Measures

Enhanced

Similarity Measures

Fig. 6. Main procedures of memory-based CF.

the rating matrix and the similarity between them is
defined as,

ωikl = cos(~k,~l) =
~k ·~l

||~k||2 ∗ ||~l||2
. (9)

where k and l represent two item vectors.
– Adjusted Cosine Similarity:

As rating scales among users are different, same
rating of two users does not mean the same degree
of interest. This problem is ignored by pure cosine
similarity. Moreover, setting the missing ratings to
0 by default is more or less unreasonable. Adjusted
cosine similarity corrects these defects by subtracting
the average rating of the user and using co-rated
items to establish the vector. Co-rated items are the
items rated by both user i and user j. The adjusted
cosine similarity for user-based CF is defined as
follows,

ωuij =
∑

k∈K(ri,k−r̄i)(rj,k−r̄j)√∑
k∈K(ri,k−r̄i)2

√∑
k∈K(rj,k−r̄j)2

, (10)

where K is the set of the co-rated items. ri,k and rj,k
are two ratings on item k from user i and j. r̄i and
r̄j are the average ratings of user i and user j. For

the item-based algorithm, co-rating users are chosen
to calculate the similarity between items, which is
shown in Eq. (11).

ωikl =
∑

u∈U (ru,k−r̄u)(ru,l−r̄u)√∑
u∈U (ru,k−r̄u)2

√∑
u∈U (ru,l−r̄u)2

, (11)

where U is the set of users who have rated both item
k and item l. ru,k and ru,l are two ratings from user
u on item k and l. r̄u is the average rating of user
u.

– Pearson correlation coefficient:
Pearson correlation coefficient (PCC) reflects the
degree of linear correlation between two variables.
Same as the adjusted cosine, PCC selects co-rated
items or users to calculate similarities. Pearson cor-
relation coefficients between two users and two items
are respectively given by Eq. (12) and Eq. (13).

ωuij =
∑

k∈K(ri,k−r̄i)(rj,k−r̄j)√∑
k∈K(ri,k−r̄i)2

√∑
k∈K(rj,k−r̄j)2

, (12)

ωikl =
∑

u∈U (ru,k−r̄k)(ru,l−r̄l)√∑
u∈U (ru,k−r̄k)2

√∑
u∈U (ru,l−r̄l)2

. (13)

It can be observed that for user-based CF, PCC is the
same as adjusted cosine, while for item-based CF,
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they are a little different. The subtrahends of ratings
are the average of users and items respectively.

b) Enhanced Similarity Measures:
– Set-based Similarity:

Similarity is likely to be overestimated using ad-
justed cosine or PCC when the number of co-rated
items is very small. A set-based similarity is pro-
posed to alleviate this problem [49]. For user-based
CF, the enhanced similarity between user i and user
j is defined as follows,

ω′uij =
2|Ki ∩Kj |
|Ki|+ |Kj |

ωuij , (14)

where ωuij is the basic similarity such as PCC. |Ki|
and |Kj | are the numbers of items rated by user i and
user j, respectively. |Ki ∩Kj | indicates the number
of co-rated items of user i and user j. If the co-
rated items are very few, the basic similarity will be
reduced greatly by the decay factor. Likewise, the
enhanced similarity between item k and item l is
defined as,

ω′ikl =
2|Uk ∩ Ul|
|Uk|+ |Ul|

ωikl. (15)

– Time-aware Similarity:
As the users’ interests may change over time, a grow-
ing number of recommender systems have realized
the influence of time on the predictive accuracy. [50]
proposed a time-aware CF algorithm which takes
the effect of time into consideration on similarity
computation. On the one hand, ratings with similar
timestamps contribute more to the user similarity and
the contribution is shown as,

f1(tik, tjk) = e−α|tik−tjk|, (16)

where tik and tjk are the timestamps when user
i and user j rated item k. α is a non-negative
constant, which decides how fast f1 decreases with
the increase of |tik − tjk|. On the other hand, more
recent ratings contribute more to the user similarity.
Namely, if two users rated the same item a long time
ago, their ratings are less important on the prediction
at the current time. The contribution is defined as,

f2(tik, tjk) = e−β|tcurrent−(tik+tjk)/2, (17)

where tcurrent is the time when the recommendation
is performed. Based on the above analysis, the time-
aware similarity between user i and user j is defined
by Eq. (18).

ωij =
∑

k∈K(ri,k−r̄i)(rj,k−r̄j)f1(tik,tjk)f2(tik,tjk)√∑
k∈K(ri,k−r̄i)2

√∑
k∈K(rj,k−r̄j)2

. (18)

• Step 2: Neighbor Selection

The predictive accuracy will be reduced once some
dissimilar users are involved into the neighborhood.
Therefore, neighbors of the active user should be chosen
carefully by certain methods. Traditional Top-N algorithm
[29] selects N most similar neighbors to make predictions
which ignores the phenomenon that some users may have
a limited number of neighbors less than N . [30] proposed
that a candidate neighbor whose similarity is smaller than
0 should be removed from the Top-N set which is defined
as follows,

S(i) = {ia|ia ∈ N(i), ωuiia > 0, ia 6= i}, (19)

where N(i) is the set of Top-N similar users. Correspond-
ingly, the neighbors of item k is defined as,

S(k) = {ka|ka ∈ N(k), ωikka > 0, ka 6= k}, (20)

where N(k) is the Top-N similar items.
Furthermore, people in different countries or regions are
more likely to have different preferences. Therefore user
locations are needed to be considered while selecting
neighbors for the active user. Thanks to the development
of mobile Internet, location information can be obtained
through either mobile client or IP address [31], and be
transmitted to the server for further analysis. Generally,
users can be first divided into several partitions depending
on their locations and the spatially closed users have
priority in neighbor selection. For instance, [32] proposed
a three-tier model of spatial relationships, i.e., the same
Autonomous System (AS), same country, and others.
Users reaching the similarity threshold with closer spatial
relationship are prior to be selected as neighbors of the
active user.

• Step 3: Prediction
With the neighbors’ similarities and ratings, the recom-
mender system calculates the weighted average as the
prediction. For user-based CF, predicted rating of user i
on item k is calculated as follows,

P (i, k) = r̄i +

∑
ia∈S(i) ω

u
iia

(ria,k − r̄ia)∑
ia∈S(i) ω

u
iia

, (21)

where S(i) is the set of neighbors for user i. ωuiia is
the similarity between user i and ia. For item-based CF,
predicted rating of user i on item k is illustrated in Eq.
(22).

P (i, k) = r̄k +

∑
ka∈S(k) ω

i
kka

(ri,ka − r̄ka)∑
ka∈S(k) ω

i
kka

, (22)

where S(k) is the set of neighbors for item k. ωukka is
the similarity between item k and ka.

• Step 4: Items Ranking
Once the predictions are obtained, the recommender
system needs to rank all the items according to their
predicted ratings. In order to improve the diversity of
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recommendations, some recommender systems also take
the popularity into consideration [26]. An item with larger
predicated value and lower popularity is supposed to rank
higher.

• Step 5: Selection of Top-N Items
After ranking all the candidate items, Top-N of them are
provided to the user where N is a parameter needed to
be preset before the recommendation task.

B. Model-based CF

Although the memory-based CF is useful in effectively
predicting missing ratings and presenting recommendations, it
still has a few limitations. For instance, whenever a recommen-
dation task is conducted, the system has to load all the ratings
into the memory and implement specific algorithm based on
the complete dataset. Limited by the storage and computing
resources, memory-based CF may often become quite time-
consuming. Therefore, recommender system which can pro-
vide proper items with acceptable time consumption is highly
desired. Model-based CF algorithms are designed to mitigate
these problems whose general principle is to use machine
learning or data mining approaches to establish prediction
models offline. Based on these models, missing ratings can
be predicted efficiently. Typical model-based algorithms in-
clude matrix factorization-based algorithms, clustering-based
algorithms, etc.

1) Matrix Factorization-based Algorithms: The sparsity of
rating matrix is always the major challenge which restricts
the performance of collaborative filtering [37]. The cause of
this problem is that the vector dimension of users or items
is always very large. Matrix factorization (MF) algorithm,
one of the unsupervised learning methods, can play a role
in reducing dimensionality and eventually alleviating the data
sparsity [38]. The main procedures of matrix factorization-
based CF algorithms are shown in Fig. 8.

a) Procedure 1 - Latent Feature Modeling: The rating
matrix usually contains some latent features which can be used
to describe the profiles of users and items more specifically.
Take videos for example, the latent features may be the styles
of videos, such as comedy, tragedy, etc. As shown in Fig. 7, the
user feature vector pu indicates how much user u is interested
in each feature, and the item feature vector qi measures the
degree of each feature for item i. Based on these two vectors,
the rating of user u on item i can be calculated by Eq. (23).

ru,i = pTu qi. (23)

b) Procedure 2 - Determination of Optimization Objec-
tive: It is easy to understand that once the feature matrices of
users and items are established, all the missing ratings can be
obtained conveniently by calculating the dot product of spe-
cific feature vectors. However, traditional matrix factorization
methods, such as SVD and PCA [40], fail to decompose the
rating matrix due to the large numbers of missing values. In
fact, the two desired matrices need to meet the requirement
that the dot product between pu and qi is close to the known
value ru,i in the rating matrix [39]. As a result, this can be

modeled as an optimization problem with the objective defined
as,

min
q∗,p∗

∑
(u,i)∈κ

(
ru,i − qTi pu

)2
+ λ

(
‖qi‖2 + ‖pu‖2

)
, (24)

where κ is the set of user-item pairs and ru,i can be obtained
from the training set. An additional parameter λ is introduced
to mitigate the over-fitting problem.

The above formula sometimes has to face the problems of
biases from users or items. For example, ratings from a critical
user may be lower than others. Hence, additional variables
are needed to take biases into account and the new objective
function is shown as follows,

min
q∗,p∗

∑
(u,i)∈κ

(
ru,i − µ− bi − bu − qTi pu

)2
+λ
(
‖qi‖2 + ‖pu‖2 + b2i + b2u

)
,

(25)

where µ is the average of all the ratings. bu is the difference
between µ and the average rating of user u. bi is the difference
between µ and the average rating on item i.

Ratings usually change over time due to the alternation of
user interests or the decline of item popularities [35]. In this
case, temporal factors are taken into consideration and the
objective function is reconstructed as,

min
q∗,p∗

∑
(u,i)∈κ

(
ru,i(t)− µ(t)− bi(t)− bu(t)− qTi pu(t)

)2
+λ
(
‖qi(t)‖2 + ‖pu(t)‖2 + bu(t)

2
+ bi(t)

2
)
,

(26)

where ru,i(t), µ(t), bu(t), bi(t), qi(t) and pu(t) are treated as
functions of time.

c) Procedure 3 - Solving the Optimization Problem:
Many algorithms are proposed to solve the above optimization
problems and the most commonly used ones are stochastic
gradient descent [33] and alternating least squares [34].

Stochastic gradient descent (SGD) is an iterative algorithm
whose general principle is to update the unknown parameters
according to the gradient descent direction of the objective
function. For instance, in order to solve Eq. (24), pu and qi
are initialized randomly at first. And then the prediction error
is calculated as follows,

eu,i = ru,i − qTi pu. (27)

Then pu and qi are modified in the opposite direction of the
gradient:

qi ← qi + α(eu,ipu − βqi),
pu ← pu + α(eu,iqi − βpu),

(28)

where α and β are two constants which can affect the rate of
convergence.

Apart from SGD, alternating least squares is also an effec-
tive method to settle these problems. In order to solve Eq. (24),
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V1 V2 V3

U1 6 2 2

U2 8 3 5

U3 4 2 6

Comedy Tragedy

U1 2 0

U2 3 -1

U3 2 -2

User Feature Vector

V1 V2 V3

Comedy 3 1 1

Tragedy 1 0 -2

Item Feature Vector

Fig. 7. An example of matrix factorization in video recommendation.

this algorithm first fixes one of the variables and calculates the
other by dealing with a least squares problem. Then the two
variables rotate, the latter becomes fixed and the former is to
be calculated. This procedure continues until the prediction
error converges to a stable value [36]. By this means, SVD
can be implemented on an incomplete matrix.

2) Clustering-based Algorithms: With the increasing
amount of data, it has become a pretty complicated work
to calculate the similarities between the active user and all
the other users in the dataset. As one of the most widely
used data mining methods, clustering can greatly reduce the
time and computing resources during recommendation. After
a series of specific operations, the input data are divided
into several partitions. Objects in the same partition are of
higher similarities with each other than those between parti-
tions. Based on clustering, recommender systems can provide
proper items with higher reliability and lower computational
complexity. Fig. 9 plots the main procedures of the clustering-
based algorithms in CF recommender systems.

a) Procedure 1 - Clustering Object Modeling: The first
priority of clustering is to answer the questions of what to
cluster and how to represent them. Generally, both users and
items can be regarded as the objects of clustering [41]. Once
the object is determined, various mathematical models can be
used to represent it. Rating vectors can be directly utilized to
represent users and items. Specifically, an item can be modeled
as a multi-dimensional vectors whose features are the ratings
from users. Similarly, a user can be represented by all the
ratings he has rated on each item.

Although the above method is easy to understand, it is still
time-consuming since the dimension of vectors is high. Some
additional information can play a vital role in this procedure.
For instance, an item can be represented by a number of
key words which describe its functions or features and this
information can be modeled as a set [42]. Items with similar
set elements are likely to be regarded as neighbors. In the same
way, users can be represented by the demographic information,
such as gender, age, etc. As a result, the dimension has been
reduced dramatically compared with the rating vector.

Descriptive information can represent the users or items
effectively, however, these data are not always accessible.
Usually, only rating data are available for the recommender
system. Dimensionality reduction algorithms can be helpful
under this circumstance. For example, with the help of Princi-
pal Component Analysis (PCA) on the rating matrix, main
features can be acquired to represent the previous vector
approximately. After that, clustering can be implemented on

these vectors with a much lower dimension.
b) Procedure 2 - Similarity Calculation: Once the users

or items are represented by specific mathematical models,
the selection of similarity measures becomes critical. Basic
similarity measures such as Euclidean distance or PCC are
still valid for vectors. Moreover, if the clustering objects are
a group of sets, specific statistics used for measuring the
similarity between two sets come into play. For example,
Jaccard similarity coefficient (JSC), which is defined as the
size of the intersection divided by the size of the union, is
commonly used in model-based recommender systems.

Sim(si, sj) =
|si ∩ sj |
|si ∪ sj |

, (29)

where si and sj are the two sets and | | represents the
cardinality of the set.

c) Procedure 3 - Clustering: After the similarity measure
is determined, the next step is to apply specific clustering al-
gorithms on the dataset. Clustering algorithms can be roughly
divided into two parts: Partitional Clustering and Hierarchical
Clustering [46]. A typical representative of Partitional Cluster-
ing algorithms is the well-known K-means, which can divide
the complete dataset into K partitions quickly and efficiently
[44]. However, the preset parameter K has a significant impact
on the results which is difficult to estimate before clustering.
In order to mitigate this problem, Hierarchical clustering is
proposed which can generate a dendrogram that illustrates the
hierarchy of clustering [45]. Based on this dendrogram, various
clustering results with different numbers of partitions can be
easily obtained.

d) Procedure 4 - Operations after Clustering: Clustering
is often regarded as an intermediate step of CF and further
operations on the results are needed. For example, after
identifying the popularity of each item in the cluster of the
active user, some attractive items can be directly selected
as recommendations [43]. In addition, once the cluster of
the active user is determined, the task of neighbor selection
can be implemented just on the users within cluster, instead
of all users in the dataset. Consequently, the computational
complexity can be reduced dramatically.

3) Other Model-based Algorithms: Apart from the matrix
factorization-based and clustering-based algorithms, a plenty
of mathematical models have been applied in model-based
CF as well, e.g., the Bayesian network, random walk, deep
learning, etc. [20] [52] [53]. These approaches have been
paid an increasing attention due to the high accuracy and
efficiency. For instance, Naive Bayesian classification model
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Fig. 8. Main procedures of matrix factorization-based algorithms.
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Fig. 9. Main procedures of clustering-based algorithms.

can be applied to predict the rating of user u on item i based

on the probability distribution of the known ratings. With the
help of this model, probabilities of all the possible ratings
can be obtained and the rating with the highest probability is
chosen as the prediction, which is defined as

Rp = argmax
r∈RatingSet

P (Rr) Π
n
P (Xn = xn|Y = Rr), (30)

where Rp is the predicted rating. Xn indicates the ratings on
item i from other users. Rr represents the ratings of user u
on other items.

IV. CASE STUDIES OF RECOMMENDER SYSTEMS BASED
ON CF ALGORITHMS

In recent years, an increasing number of individuals prefer
to watch movies or TV plays using mobile applications [51].
Therefore, video websites have attracted growing attention,
such as YouTube and Netflix. Collaborative filtering helps
these websites to provide desirable recommendations for the
consumers lest they should spend a lot of time looking for
their favorite videos. In order to explain the CF recommender
system more specifically, two case studies are presented in
this section based on either user behaviors or user ratings.
Experiments carried out in these case studies aim to compare
the performances among several typical CF algorithms, and
illustrate the impact of key parameters on MAE. Experimental
results have shown that both user ratings and behaviors can
be employed in CF through specific pre-porcessing operations.
Furthermore, CF algorithms usually have a great improvement
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User ID Video ID Download Play Share Like Ratings

U1 A  3

U1 B 1

U2 A 2

U3 C 1

A B C

U1 3 1

U2 2

U3 1

Fig. 10. Generation of implicit ratings based on operation records.

on the predictive accuracy compared with the baseline, and
the model-based CF, such as SVD, is superior to the memory-
based CF in some cases. In addition, some parameters of CF
may have significant impacts on the predictive accuracy, e.g.,
the similarity measure, neighbor size and ratio of training set.

A. Case 1: CF Based On User Behaviors

This case study aims to explain how to implement the CF
algorithms on the basis of user behaviors. Real-world data
are collected from the mobile applications of a fast-growing
video platform at China. Records of certain user behaviors
are collected and sent to the database through this application.
After getting rid of the dirty data and removing the users
whose operation records are less than 20, 1131053 records are
reserved in this case study which involve 16082 consumers and
1982 videos. Among all kinds of user behaviors, 4 of them are
chosen to represent the user preferences for videos, which are
“Download”, “Play”, “Like” and “Share”. Specific algorithms
need to be used to transform these operation records into
ratings. In this case study, for the sake of simplicity, the
number of the above operations that one user has implemented
on a certain video is regarded as implicit ratings, which is
illustrated in Fig. 10. It is evident that the implicit rating
based on user behaviors varies from 1 (bad) to 4 (excellent),
which reflects the user interest on a certain item. The complete
dataset is divided into two parts: 80% of the ratings are
regarded as the training set and the others as test set. MAE is
selected as the metric of predictive accuracy and the similarity
between users or items is measured by Pearson correlation
coefficient (PCC).

Random recommendation which predicts missing rating ran-
domly is regarded as the baseline algorithm. Recommendation
algorithms considered in this case study are listed as follows.
• Random
• User-based
• Item-average
• Item-based
• SVD
As shown in Fig. 11, the predictive accuracy of random

algorithm is the lowest since it has not made use of any data.
The user-based CF is slightly better than the item-average

Random Item-average User-based CF Item-based CF SVD
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

78.4%

74.4%

61.6%

M
A

E

60%

Fig. 11. Comparison of MAE among typical recommendation algorithms.

algorithm on account of the more accurate neighbor selection.
In this case study, item-based CF is superior to user-based
CF. One probable cause is that the number of users is far
more than that of items, making it more difficult to find
neighbors properly. SVD, the representative of mode-based
CF, has the highest predictive accuracy in this experiment
because two feature matrices are obtained through matrix
factorization in order to describe the features of users and
items more specifically. There will be some changes on the
results along with the variations of some important parameters.
The effects of these parameters are analyzed detailedly in the
second case study.

B. Case 2: CF Based On User Ratings

This case study aims to discuss the effects of key parame-
ters on the predictive accuracy, including similarity measure,
neighbor size and ratio of training set. Dataset from Movielens
[54] is used to conduct this experiment. Movielens is a
research website run by GroupLens Research at the University
of Minnesota. Hundreds of users visit this website and rate
movies each week [47]. GroupLens Research collected data
during a period of seven months from September 19th 1997
to April 22nd 1998 and filtered the dataset by removing the
users who rated less than 20 movies. The dataset used in this
case study consists of 100000 ratings from 943 users on 1683
movies and the ratings vary from 1 (bad) to 5 (excellent).
Also, the dataset is divided into two parts as training set and
test set. The variable α represents the ratio of training set. For
example, α = 0.8 indicates that 80% of the data are selected
as training set and the rest 20% as test set. Both the user-
based and item-based algorithms are implemented and MAE
is selected to measure the predictive accuracy of the above
algorithms.

The performances of three similarity measures are analyzed
at first, including pure cosine, adjusted cosine and PCC. Other
parameters are set to constant: the neighbor size is 24 and the
ratio of training set is 80%. Experimental results are shown
in Fig. 12(a). It can be observed that for both user-based
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and item-based algorithms, PCC has an obvious advantage.
Besides, for user-based CF, adjusted cosine is the same as
PCC, which has been illustrated in Section III.

Neighbor size also has a significant impact on the quality
of prediction [48]. Therefore, an experiment is carried out to
calculate the MAE as the neighbor size varies from 5 to 80
with the value of α fixed at 0.8. Experimental results are shown
in Fig. 12(b) and Fig. 12(c). It can be seen clearly that all
these curves have a similar trend and the optimal neighbor size
of each scenario can be easily obtained. Taking the scenario
of user-based CF with PCC (green line in Fig. 12(b)) as
an example, the MAE decreases rapidly as neighbor size
increases from 5 to 32 and then the curve begins to rise.
Therefore, the optimal neighbor size is 32. This is because at
the beginning, the growth of neighbor size involves more high-
similarity neighbors to predict the rating of the target item.
However, once the neighbor size exceeds the optimal value,
low-similarity neighbors are involved which could degrade the
neighborhood and lead to the rise of MAE. For user-based CF,
the curve of adjusted cosine overlaps on the curve of PCC,
which is explained in Section III.

According to the above experiments, item-based CF with
PCC performs better. Therefore, it is selected to analyze the
impact of α on the results. An experiment is conducted as
α varies from 48% to 80% with the step interval being
4%. Neighbor size is also considered in this experiment
which varies from 12 to 32 with the step interval being 4.
The experimental results are shown in Fig. 12(d). It can be
observed that with the increase of α, the predictive accuracy
improves owing to the enrichment of training data.

V. CONCLUSION

This article discusses CF algorithms employed in mobile
Internet applications. A framework is firstly proposed in order
to demonstrate the main procedures of a typical CF recom-
mender system, i.e., data collection, data pre-processing, and
collaborative filtering. Features of two kinds of user data, i.e.,
user behaviors and user ratings, are analyzed and compared
in detail. After transforming the user behaviors into implicit
ratings through specific methods, the sparsity problem of
the rating matrix can be mitigated to some extent. Typical
CF algorithms including memory-based and model-based are
introduced, and their general procedures are summarized for
the sake of revealing the common features of these methods.
Finally, in order to validate this framework, two case studies
were carried out based on the user behaviors and user ratings
respectively. Each case study implemented certain typical CF
algorithms and then compared their performances in predic-
tive accuracy with the metric of MAE. Although significant
progress has been made in CF, further studies are still needed
in certain aspects. For example, some recommender systems
fail to process massive data in time limited by the storage
and computing capabilities. Therefore, in order to improve
processing capacity and reduce time consumption, developing
algorithms for distributed computing systems may become
a significant research direction in the future. It is believed
that the continuously improved CF recommender systems can

greatly help mobile Internet users find proper items without
excessive time and energy consumption in the era of Big Data.
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