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This review paper describes the state-of-the-art research on flexible manufacturing systems 
(FMS) design and planning issues. The emphasis is on presenting research results coming out 
of the current FMS literature that help the FMS manager in setting up a highly efficient 
manufacturing system. In addition to that, it discusses relevant research contributions after 
1986, that were not part of any of the previous survey papers on operations research models for 
FMSs. Also, applications of combinatorial optimization approaches to FMS planning 
problems are adequately exposed in the paper. 

Keywords: Flexible manufacturing, design, planning, modeling 

1. Introduction and problem classification 

1.1. Introduction 

Flexible manufacturing is an efficient alternative to 
conventional batch manufacturing. High work-in-process 
(WIP) levels and low machine utilization were always 
indicative of inefficiency in batch manufacturing. Even in 
the United States, the world's largest center of mass 
production, 75 % of the parts produced by metal processing 
are in lots of less than 50 pieces (Merchant, 1983). The need 
for a highly productive alternative to batch manufacturing 
has always been the major driving force behind the flexible 
manufacturing system (FMS) development. Hard automa- 
tion, that could efficiently turn thousands and millions of 
identical parts, was not the answer to efficient batch 
manufacturing. What was needed was flexible automation 
that could handle a large and constantly changing variety of 
produced items. The technological advancements of the 
1970s such as on-line availability of computers and 
numerical control techniques made flexible automation 
possible, and the development of the first FMSs took place. 
FMSs have become widely used in a diverse set of 
industries. Application of FMSs can be found in the 
aerospace, agricultural, appliance, automobile, defense, 
electronic, machine tool, motor and engine components, 
and other industries throughout the United States, Japan 
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and Europe. Technical descriptions of FMSs can be found 
in Dupont-Gatelmand (1982) and Hatvany (1983) among 
others. 

A widely accepted definition of a FMS is the following 
(Browne et aL, 1984): 

'A Flexible Manufacturing System is an integrated, 
computer-controlled complex of automated material 
handling devices and numerically controlled (NC) 
machine tools that can simultaneously process medium- 
sized volumes of a variety of part types. This new 
production technology has been designed to attain the 
efficiency of well-balanced machine paced transfer lines, 
while utilizing the flexibility that job shops have to 
simultaneously machine multiple part types.' 

Sound analysis used to support the FMS design process is 
the key to achieving a good and cost-effective design. 
Typically, simulation models are used for the analysis 
performed during the FMS design. Simulation modelling is 
a powerful and flexible analysis technique, but it is not 
adequate in addressing design issues. Since simulation 
model development, debugging and analysis are time- 
consuming processes, and consequently extremely expen- 
sive activities, only a limited number of alternatives are 
explored for the design issues that are addressed. This 
point was emphasized by Solberg (1977): 



76 Kouve l i s  

'Long before the operating policies of a manufacturing 
system are considered many design decisions are made 
which affect the ultimate ability of production managers 
to control the performance of the system. Although 
some of the more advanced companies employ simula- 
tion methods to "fine tune" their system design, few 
make use of any formal methodologies at all in the 
critical early stages. Fundamental design issues, such as 
how large the system will be or the selection of 
processing and material handling equipment, are usually 
dealt by arbitrary choice or back of the envelope 
calculations. It is ironic that the most important 
decisions, those having the greatest long-term impact on 
system productivity are handled in the least careful 
manner.' 

As one would expect, in many cases FMS managers 
struggle with scheduling problems under unrealistically 
tight capacity constraints due to inefficient designs and 
long-term plans. 

A first needed tool for a FMS designer is an accurate 
performance model of the manufacturing system. Though 
queueing network models were introduced in the classical 
papers by Jackson (1957 and 1963) a long time ago, their 
extensive use as adequate performance models for auto- 
mated manufacturing systems (in particular FMSs) 
appeared much later (Solberg, 1977; Buzacott and 
Shanthikumar, 1980; Stecke and Solberg, 1985; Yao 
and Buzacott, 1986 and 1987). Most of the previous survey 
papers on operations research approaches to FMSs 
(Buzacott and Yao, 1986; Kalkunte etal. ,  1986 and Kusiak, 
1985 and 1986) emphasize the modelling aspects to FMS 
operation. Also, they devote a significant effort in pointing 
out and classifying new and challenging problems in FMS 
production planning and control. This review paper 
describes the state-of-the-art research on FMS design and 
planning issues. Though in certain cases it is necessary for 
clarity of exposition of the research results to remind the 
reader of relevant modelling issues, the emphasis of our 
survey paper is in exposing important approaches and 
research results coming out of the current FMS literature 
that help the FMS designer and manager in setting up a 
highly efficient manufacturing system. In addition to that, 
it discusses relevant research contributions after 1986 that 
were not part of any of the previous reviews. The period 
1986-91 is marked by the wide acceptance of approximate 
queueing network models as adequate performance mod- 
els for automated manufacturing systems (research work 
initiated by Whitt (1983a and b), followed by Bitran and 
Tirupati (1988), Boxma et al. (1990 and 1991) and others). 
As expected, that motivated the development of new 
approaches to design and planning problems in manufac- 
turing (Schweitzer and Seidmann, 1988a and b; Bitran and 
Tirupati, 1989a; Dallery and Stecke, 1990 and Boxma et 
al., 1990 and 1991) that are presented, and appropriately 

interpreted in a FMS context for the first time, together 
with other recent optimization approaches in queueing 
network modelling frameworks (Shanthikumar and Yao, 
1987 and 1988 and Kouvelis and Tirupati, 1991). Also, the 
application of combinatorial approaches (mostly graph 
theoretic and integer programming) to FMS planning 
problems has not been dealt with in detail in the previous 
surveys (with the exception of an exposition of results in 
loading and grouping problems (Kalkunte et al., 1986; 
Stecke, 1986 and Stecke and Suri, 1989), and is discussed 
extensively in this review paper. A separate section of the 
paper is devoted to discussing research directions of 
potential interest to FMS researchers. Although the paper 
discusses a large set of research papers, it is not intended to 
be an exhaustive review of papers on the subject. 

1.2. Problem classification 

FMS is a large-scale system and, as such, it cannot be 
addressed in its entirety without devising appropriate 
decision hierarchies. Different hierarchical structures 
proposed in the FMS literature are briefly presented below. 

Suri and Whitney (1984) propose a decision hierarchy 
consisting of three decision levels: 

First decision level: strategic decisions (i.e. part 
families selection, system 
capacity); 

Second decision level: batching and resource 
allocation decisions; 

Third decision level: scheduling, dispatching, 
tool management, and 
system monitoring 
decisions. 

Stecke (1984) classifies FMS problems into four 
categories:(1) design; (2) plafining; (3) scheduling and (4) 
control. In the same paper the term 'system set-up 
problem' is introduced for a set of FMS short-term 
planning problems that need to be simultaneously addres- 
sed (part type selection, machine grouping, production 
ratios, resource allocation, loading). A similar decision 
hierarchy to the one proposed by Stecke is also suggested 
by Kiran and Tansel (1985b). 

An interesting structure of hierarchical production 
planning for FMSs from a control theorist's perspective can 
be found in Gershwin et al. (1984 and 1986). Their 
hierarchy partitions the production planning problem into 
sub-problems with successively shorter time scales, where 
the solution of each sub-problem imposes constraints on 
lower-level sub-problems. Their proposed hierarchy is: 

Long term: investment and initial design 
decisions; 

Medium term: design and planning decisions; 
Short term: real time control. 
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For purposes of exposition of our results we adopted a 
problem classification scheme that has the same classifica- 
tion criterion as that of Gershwin et al. (1986) (i.e. time 
scale). We treat initial design issues as part of our more 
general category of design problems. The higher level of 
the used hierarchy in the paper addresses the design 
problems (strategic decisions for Suri and Whitney (1984), 
first level of Stecke's (1984) hierarchy), and the next level 
deals with planning problems (second level decisions for all 
previously discussed hierarchies). We are dealing mostly 
with short-term planning problems. The third decision 
level for most hierarchies deals with real time control and 
scheduling problems of FMSs, and we are not reviewing 
research work for that decision level. For a review of real 
time control and scheduling problems of FMSs refer to 
Kalkunte et al. (1986) and Rachamadugu and Stecke 
(1987). 

Our proposed problem classification is outlined below: 

questions: (1) How many identical servers (machines) are 
actually required at each workstation? (2) What should be 
the level of the work in process inventory? 

As a first step to tackle the problem, a central server 
closed queueing network is usually used as a performance 
model of a FMS to evaluate and predict the stochastic 
behavior of workfiow in the system. The most widely used 
performance model is the CAN-Q model developed by 
Solberg (1977). The second step involves the development 
of an optimization procedure, either implicit enumeration 
or of a heuristic nature, that exploits some of the 
monotonicity properties of the performance measures of a 
closed queueing network (CQN), to address the above 
problems. 

Vinod and Solberg (1985) developed an optimization 
algorithm using CAN-Q to determine the optimal system 
configuration. The basic formulation of the problem is as 
follows 

FMS design problems 

(1) Optimal system configuration (i.e. determination of 
number and types of machines, level of WIP in the system); 

(2) Specification of the FMS layout; 
(3) Selection of a storage system (size of local buffers 

and/or central storage); 
(4) Specification of the type and capacity of the 

material-handling system (MHS); 
(5) Determination of other important system resources 

(i.e. number of pallets, number and types of fixtures, 
number and types of tools). 

FMS planning problems 

(1) Part type selection problem; 
(2) Machine grouping problem; 
(3) Loading problem (i.e. allocation of operations and 

associated cutting tools of the selected part types among 
the machine groups); 

(4) Routing mix problem (i.e. route selection for each 
part type); 

(5) Other planning problems (pallet/fixture allocation 
among selected part types, process planning, spare tool 
allocation, tool storage, machine processing rate optimiza- 
tion). 

2. FMS design problems 

2.1. Optimal system configuration 

A frequently encountered design problem for a flexible 
manufacturing system is the determination of the optimal 
system configuration in order to minimize the cost of 
operation, subject to the constraint of achieving a 
minimum required system throughput. The optimal system 
configuration problem usually addresses the following two 

M 

min z = E kici + k s N  
i=1 

s.t. THM-> P0 

(1) 

where: 

z = total operating and capital investment cost of the 
FMS; 

ki = operating and capital investment cost of a 
machine in workstation i per unit time (i = 1, 
. . . .  M); 

ci = number of machines (servers) at workstation i 
(i = 1 . . . .  ,M);  

kN = inventory holding cost per job in the system; 
N = job population in the system per unit time; 

TMM = actual system throughput, which depends on ci, 
i =  1 , . . . , M ;  

P0 = desired system throughput; 
M = total number of workstations. 

The above integer program is very difficult to solve since 
the system throughput cannot be explicitly represented in 
terms of the decision variables, Nand ci, i = 1 . . . .  , M. To 
obviate the problem the authors propose an approach that 
exploits the functional properties of the throughput func- 
tion of the closed network. The proposed implicit 
enumeration algorithm requires a good starting solution in 
order to be efficient. Efficiency is also improved by use of 
appropriate bounds on the system throughput, which 
reduces the number of evaluations of the throughput 
function through CAN-Q. 

Dallery and Frein (1986 and 1988) address the same 
optimization problem with a more general objective func- 
tion. Their only requirement of the objective function is 
that it is monotonically increasing in the decision variables. 
Again, the FMS is modelled as a CON. The proposed 
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solution procedure goes through the following three steps. 
First, bounds on the system throughput are used in order to 
determine a good initial configuration. The above bounds 
are based on asymptotic bound analysis (refer to Klein- 
rock, 1975). Second, the marginal allocation scheme of Fox 
(1966) is used as a heuristic procedure to improve upon the 
starting configuration provided by the first step. Third, an 
implicit enumeration algorithm with starting solution given 
by the marginal allocation scheme is used to find the 
optimal solution. The basic difference between this method 
and that of Vinod and Solberg (1985) is the more sophisti- 
cated way of determining the initial solution that is used to 
start the implicit enumeration algorithm. The method 
shows computational efficiency superior to that of Vinod 
and Solberg. 

In Kouvelis and Lee (1990a), a very computationally 
efficient algorithm for the optimal system configuration 
problem is presented. The algorithm exploits the concavity 
properties of the throughput function, and a monotonicity 
property characterizing the optimal server vector for 
special cases of the cost vector. 

Shanthikumar and Yao (1987) considered the same 
problem where the total job population, which could also 
be considered as the total buffer capacity of the system, is 
given. Their formulation of the optimization problem is as 
follows 

M 

max ~ f i (THi(c i )  ) - gi(ci) 
i=1  

M 

s.t. ~] C i ~ C m a  x 

i = 1  

where: 

C i 

THi(c i )  = 

f i (THi(c i )  ) = 

gi(ci) = 

Cmax 

number of servers at station i; 
throughput of station i, given that c; servers 
have been allocated to it; 
profit at station i as a function of its 
throughput; 
cost at station i as a function of number of 
servers allocated; 
maximum total number of servers to be 
allocated. 

They made the following assumptions with respect to the 
functions: fi(THi) is increasing concave in THi and gi(ci) is 
convex in ci. 

The major result of their paper is that THi(ci) is proved 
to be an increasing concave function in c,-. Using this result, 
the optimization problem can be solved by the marginal 
allocation procedure of Fox (1966). The difficulty in 
applying the previous formulation is related to the 
meaningful definition of profit and cost functions of each 

individual workstation in a complicated manufacturing 
environment such as a FMS. 

In a recent paper, DaUery and Stecke (1990) discussed a 
more restrictive version of the optimal configuration prob- 
lem. They consider the CQN, which models the FMS, 
divided into a set of sub-networks. Each sub-network is 
allocated a particular workload. This workload is fixed and 
given. The problem the authors consider is to determine 
the best configuration of each sub-network that yields the 
highest throughput for the over-all original CQN, where 
the number of stations, the number of servers, and the 
workload allocated to each station defines a possible 
configuration for each sub-network. Some properties of the 
optimal solution of the above configuration problem for 
single class multiserver CQNs are discussed by Dallery and 
Stecke (1990). The simultaneous solution of the minimum 
cost configuration and the workload allocation among the 
machine groups of a FMS is considered also in Lee et al. 
(1989). For the case that the FMS consists of machines of a 
single machine type the authors present an implicit 
enumeration procedure for the problem. 

For FMSs, that could be adequately modelled as open 
queueing networks (OQN) (Buzacott and Shanthikumar, 
1980 and Buzacott and Yao, 1986a), the optimal configura- 
tion problem could be also addressed along the lines of the 
Bitran and Tirupati (1989b) model. The authors consider 
open network of single server queues with multiple classes, 
and permit general distributions to describe the arrival and 
service times. The only restriction is that inter-arrival times 
within each class, and the service times for all classes, have 
independent and identical distributions. For measuring the 
performance of such systems a decomposition approach is 
used (Whitt (1983a and b)), with an appropriate modifica- 
tion introduced by Bitran and Tirupati (1988), that in- 
corporates specific properties of the automated manufac- 
turing systems (i.e. squared coefficient of variation of 
inter-arrival and service times less than one, product 
interference in multi-product manufacturing environ- 
ments). For optimization purposes the decomposition 
approximation equations can be adequately described with 
a system of equations th()t,/z, ca, cs) = 0, where: 

)t = ( ) t i )  = arrival rate vector, i = 1 , . . . ,  M; 
= (/zi) = service rate vector, i = 1 , . . . ,  M; 

ca = (ca/) = vector of squared coefficients of variation 
of inter-arrival times, i = 1 , . . . ,  M; 

cs = (csi) -- vector of squared coefficients of variation 
of service times, i = 1 , . . . ,  M. 

The important performance measure for such systems is 
the mean number of jobs at each station, that can be 
represented as 

Ni = t~()ti, P~i, ca/, csi), i = 1, . . . ,  M 

according to the decomposition principle. If vi is the 
average WIP value associated with each job at station i, 
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then the formulation of the optimal configuration problem 
is 

M 

Min Z Fi(/'~i) 
i=1  

s.t .  ~b(A, ~, ca, cs) = 0 

Ni = q~(Ai,/zi, cai, CSi) ,  i = 1 . . . .  , M 

M 

Z viNi ~ WO 
i=1  

/.~i->/x ~ i = 1  . . . .  , M  

where: W0 is an upper bound on WIP investment. In the 
objective function of the formulation, the cost functions, 
Fi, represent cost of capacity additions to achieve a desired 
WlP value, Wo, and are assumed monotonically increasing 
in the service rate ~g at station i. The service rate at each 
station is bounded below by the quantity/~o. In the above 
formulation the decision variables are the continuous 
variables /zis. For single server networks assignment of 
capacity can be easily translated into allocation of service 
rates. Treating capacity as a continuous variable precludes 
certain types of capacity changes (i.e. addition of 
machines) and thus is not appropriate for the initial design 
phase of the manufacturing system, but could be helpful for 
long-term capacity expansion issues (i.e. labor realloca- 
tion, tool acquisitions or machine modifications) for an 
existing FMS. In the Bitran and Tirupati (1989a) paper the 
following two simplifying assumptions are made: (1) the 
functions Fi are convex, and (2) the ca and cs are 
independent of capacity changes. The second assumption is 
justified by observations in Bitran and Tirupati (1989b). As 
the number of products increases the inter-departure 
process of a queue becomes independent of the queue and 
the service process, and resembles the inter-arrival process 
(for a more rigorous justification refer to Whitt (1987)). As 
a result of the two simplifying assumptions, the previous 
formulation is a convex program. Bitran and Tirupati 
(1988) propose a greedy heuristic solution approach to the 
problem, instead of using conventional convex pro- 
gramming methods, in order to facilitate parametric analy- 
sis of the problem. The parametric analysis leads to 
interesting trade-off curves between capacity, WIP and 
manufacturing lead times. The resulting curves are accu- 
rate enough for all practical purposes, due to the close-to- 
optimality performance of the heuristic. Suggestions for 
appropriate use of these curves for strategic manufacturing 
decisions (i.e. technology choice, capital investment, pro- 
duct mix) are reported in Bitran et al. (1987). 

An extension of the Bitran and Tirupati (1988) formula- 
tion is presented in Boxma et al. (1990) for a multiserver 
OQN with exponential inter-arrival and service time 

processes. Under the same simplifying assumptions (1) and 
(2), the authors prove that a marginal allocation proce- 
dure, that adds a server (i.e. considers discrete options) at 
the workstation where the quotient of the increase of the 
objective function to the decrease of WIPis the smallest, 
generates nondominated solutions in the sense that you 
cannot decrease the investment cost without increasing 
WlP. The deviation from optimality of the heuristic is 
reported as satisfactory. Boxma et al. (1991) extend their 
formulation and the corresponding results for general 
OQNs, with nodes modelled as GI/G/ci queues. Decom- 
position approximations are used for performance evalua- 
tion of the OQN. Bitran and Tirupati (1989a) address 
optimal system configuration problems with discrete op- 
tions for general OQNs. An option for a workstation 
(modelled as a GI/G/ci queue) includes the type of machine 
to be used, which affects the machine service rates, coupled 
with the number of such machines. They present a heuristic 
solution based on a linear relaxation of the proposed 
integer programming formulation for the problem. The 
heuristic reportedly performs well. 

2.2. FMS lay-out problem 

The design of the physical lay-out of a FMS is of 
tremendous importance for the effective utilization of the 
system. Tompkins and White (1984) emphasized the 
importance of lay-out decisions for effective material 
handling by pointing out that 20 to 50% Of the total 
operating expenses in manufacturing are attributed to 
material-handling and lay-out-related costs. The lay-out 
decisions deal with the arrangement of the workstations 
(usually referred as the machine lay-out problem in FMS, 
Heragu and Kusiak (1988)) and the way the workstations 
are connected through the transportation lines of the 
material-handling system (MHS) (usually referred to as the 
MHS lay-out problem, Kouvelis and Lee (1990b)). The 
objective function usually considered in the literature is 
that of material-handling cost minimization. 

In general, the plant lay-out problem is formulated as a 
quadratic assignment problem (QAP) (Francis and White, 
1974). Gilmore (1963) and Lawler (1963) developed optim- 
al procedures to minimize the total material handling costs. 
These optimal procedures are efficient for small-sized 
problems, because of the computational complexity of the 
QAP. Sahni and Gonzalez (1976) showed that the QAP is 
NP-complete. This led researchers to concentrate on 
heuristic algorithm development for solving the problem 
(Armour and Buffa, 1963; HiUier, 1963; Hillier and 
Connors, 1966; Drezner, 1980 and Picone and Wilhelm, 
1984). 

Heragu and Kusiak (1988) raise questions regarding the 
applicability of the QAP formulation for certain FMS 
implementations. In FMSs, the machine sizes are generally 
not equal, and as the clearance between machines tends to 
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be constant, the distance between locations depends on the 
sequence of the machines, that violates the assumption of 
the QAP formulation for candidate location distances 
being independent of machine sequence. For such cases, 
the appropriate formulation of the FMS lay-out design is as 
a quadratic set-covering problem (QSP). The QSP prob- 
lem is discussed in Bazaraa (1975), and a branch and bound 
approach for its solution is presented. 

The QAP and QSP formulations ignore interactions 
between the lay-out decisions and the queueing perform- 
ance measures of a FMS. The significance of such interac- 
tions has been demonstrated in Solberg and Nof (1980), 
where the CAN-Q model is used to explore important 
factors affecting lay-out configuration decisions. Four 
different lay-out configurations are considered: product 
lay-out; cart line; conveyor loop and process lay-out. The 
computational results showed that flow control issues, 
including interplay of processing requirements, travel 
times, part mix and process selections can yield circum- 
stances favoring any of the four lay-outs considered. 

Kouvelis and Kiran (1990) present a model that incorpo- 
rates the queueing-related aspects of lay-out decisions. In a 
FMS, parts are loaded onto pallet-fixtures for automated 
handling and processing, and are transported between the 
stations via an automated MHS. FMSs are usually designed 
to accommodate a limited number of pallet-fixtures (i.e. 
job population in the system). This limited amount of 
work-in-process (WIP) tightly couples the workstations; 
hence, the throughput time (i.e. the average time that a 
part spends in the system) becomes more sensitive to 
material-handling delays and transportation times. Since 
the job population is fixed, the throughput rates are 
directly related to throughput times. Therefore, the effects 
of lay-out decisions on throughput rates (via transportation 
time) must be captured in a formulation of the FMS lay-out 
problem. Using a CQN model for measuring the FMS 
throughput, with one node of the network (let's call it node 
M) representing the MHS, this can be clone by observing 
the effects of the lay-out decisions on the throughput 
function of the CQN. It is known from closed queueing 
network theory (e.g. Gross and Harris (1985)) that the 
throughput function of such a network is a function of the 
service rate at each station. The lay-out decisions by 
specifying the relative location of workstations affect the 
transit times between them, and hence determine the 
service rate of node M that models the MHS. Hence, the 
throughput function is a function of the lay-out decisions. 
Kouvelis and Kiran (1990) propose a modification of the 
regular QAP formulation by adding a lower bound produc- 
tion requirement constraint, a way to involve the through- 
put effects of the lay-out decisions in the optimization 
framework, and by including an additional term in the 
objective function, that reflects WIP considerations. The 
resulting formulation, referred as MQAP, is solved by an 
appropriate modification of the Lawler-Gilmore proce- 

dure (Francis and White, 1974), and is efficient for realistic 
FMS size (5-10 workstations) problems. 

Rosenblatt (1986) used a dynamic programming 
approach to address the dynamic aspects of the plant 
lay-out problem, similar to the approach of Sweeney and 
Tatham (1976) for addressing the dynamic nature of the 
warehouse location problem. The approach solves numer- 
ous static plant lay-out problems, which are basically 
quadratic assignment problems. In the paper, it is reported 
that the Sweeney and Tatham state space reduction of the 
dynamic program does not work efficiently for the dynamic 
lay-out problem. The application of a heuristic procedure 
for state space reduction is suggested in the paper and it 
seems to be computationally promising. 

The lay-out designer of a FMS faces the difficult task of 
developing a system that is capable of handling a variety of 
products with variable demands, alternate and probabilis- 
tic routings, at a reasonable operating cost. In particular, 
during the lay-out design phase, the operational product 
mix is highly uncertain. Usually at the time the lay-out 
decisions are made, the products and the process plans 
have not been completely determined. Furthermore, the 
product mix (given as part production rates) is subject to 
changes due to forecasting error and demand fluctuations. 
Kouvelis and Kiran (1991) developed single and multiple 
period lay-out models, that incorporate the queueing and 
product mix uncertainty aspects of the FMS lay-out deci- 
sions. Single period models are applicable for FMS imple- 
mentations with very high lay-out changeover costs and 
uncontrollable changeover times. The product mix is 
uncertain during the lay-out design phase, but once real- 
ized during the system operation is expected to remain 
stable over the planning horizon. The multiperiod models 
are applicable to the majority of FMS implementations. 
The planning period for the FMS design is divided into 
smaller operational planning periods. The product mix for 
each planning period, though uncertain during the design 
phase, remains stable over that period. Most FMSs consist 
of cells of physically identical machines that can perform a 
variety of operations. At the beginning of each planning 
period (week, month) operations allocation decisions are 
made. These decisions cause a significant change in the 
operational product mix of the cell in each period, and in 
most cases imply sub-optimality of a static lay-out con- 
figuration. Kouvelis and Kiran (1991) developed a dynamic 
model that allows the designer to specify different lay-outs, 
one for each planning period based on the product mix 
characteristics (or the demand forecasts) for each period. 

Afentakis (1986), using the modelling framework de- 
veloped in Chatterjee et al. (1984), developed a graph 
theoretic formulation of the static FMS layout problem. 
The following two assumptions are made: (1) the MHS is 
unidireciional, where bypassing of certain machines is 
permitted; (2) An operation i can be performed only on a 
particular machine. The author models the MHS using the 
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notion of a lay-out graph L(M, T), where the set of nodes M 
denotes the set of workstations, and the set of arcs T the 
material handling system links. If the part mix and the 
routing problem had been solved, and operations had been 
assigned to workstations, then one could proceed to the 
definition of a part transition graph Gi(M, El), where: 
Ei = set of arcs, with (j, k) E E i if part i must go from 
workstation j to workstation k. 

There is a weight associated with each link (j, k )E  Ei, 
which represents the number of parts moving along link 
(j,k). Let's call G(M, E) the graph obtained by superposi- 
tion of the part transition graphs for all parts, after 
removing for each link with more than one arc all but one 
arc. Then, the graph theoretic formulation of the FMS 
lay-out problem is: 

Find the lay-out graph, L, with the following properties: 

(i) Graph L has the same nodes as G; 
(ii) If (i,j) E G, then there is exactly one path from i toj  

in L. 
(iii) The sum of the weights associated with links (i, j) is 

minimized. 

Afentakis (1986) classifies the problem as NP-complete, 
and proposes heuristic algorithms, based on switch-and- 
check techniques, for its solution. Afentakis et al. (1986) 
report simulation results on the dynamic nature of the FMS 
lay-out problem, and examine the influence of a number of 
system parameters, particularly the product mix, on 
several relay-out strategies. 

Recently, some FMS researchers devoted their attention 
to analyzing, in detail, specific lay-out types that are 
implemented in FMSs. As reported in Heragu and Kusiak 
(1988) and Afentakis (1989) these are (for detailed descrip- 
tion refer to the original references): 

(1) Unidirectional loop network; 
(2) Circular machine layout; 
(3) Linear single-row machine layout; 
(4) Linear double-row machine layout; 
(5) Cluster machine layout. 

Analysis of existing FMSs shows that the machine lay-out is 
determined by the type of material-handling devices used. 
In FMSs unidirectional loop network lay-outs are exten- 
sively implemented due to the wide use of efficient 
unicyclic material-handling networks. Such networks con- 
nect all workstations by a path passing through each 
workstation exactly once. A unicyclic material-handling 
network may represent a loop conveyor, tow line, over- 
head monorail system or wire paths of a unidirectional 
automated guided vehicle (AGV) system. Afentakis 
(1989) points out that such lay-outs are preferred to other 
configurations due to their relatively lower initial invest- 
ment cost, since they contain the minimum number of 
required material-handling links to connect all worksta- 
tions, and higher material-handling flexibility. Part of the 

flexibility aspects of the above configuration is its ability to 
satisfy all material-handling requirements for the part types 
scheduled for manufacturing in the system, and easily 
accommodate any future introduction of new part types or 
process changes. The reason for this is that the material- 
handling requirements of any part type processed at a 
workstation can be accommodated, as there is at least one 
directed path connecting any pair of workstations. Afenta- 
kis (1989) presents a mathematical programming formula- 
tion of the lay-out problem for such configurations under 
the objective of minimizing the average number of 
machines that parts cross per unit time, which is an indirect 
way to reduce congestion in the system by minimizing 
material-handling delays. He presents a sophisticated 
block interchange heuristic for its solution. Kouvelis and 
Kim (1991), using an appropriate workstation interchange 
argument, present dominance relationships for easily iden- 
tifying local optimal solutions for the unidirectional loop 
network lay-out problem. Simple constructive heuristics, 
an optimal branch and bound procedure, and an appropri- 
ate decomposition principle for large size problems are also 
discussed in the paper. Kiran and Karabati (1990) address 
the same problem under a different objective, that of 
minimizing the total material-handling cost. An exact 
implicit enumeration procedure, enhanced with domi- 
nance relationships for identifying local optimal solutions, 
is developed. 

AnOther lay-out type extensively implemented in flexi- 
ble manufacturing environments is the linear single-row 
machine lay-out (LSRML). The machines are arranged 
along a straight track with a material-handling device 
moving jobs from one machine to another. In such 
environments, jobs enter the production line at one end of 
the track, which is usually close to the raw material storage 
point, and leave the line at the other end of it to enter a WIP 
or a finished goods storage area. Kouvelis and Chiang 
(1990) address the LSRML problem having as design 
objective the minimization of the total back-tracking 
distance of the material-handling device (i.e. the travel in 
reverse direction to the part flow movement). They proved 
that the problem is NP-complete. Special cases of the 
problem that are polynomially solvable are presented. The 
authors use simple local optimality conditions to develop 
effective heuristics for the problem. Kouvelis and Chiang 
(1991) discuss the use of a simulated annealing (SA) 
heuristic for the LSRML problem. Their extensive com- 
putational experimentation indicates that the SA heuristic, 
with its control parameters fine tuned to the best level for 
the specific application, provides, in reasonable computa- 
tional time, near-optimal solutions. The heuristics of 
Kouvelis and Chiang (1990) are used to input the initial 
lay-out to the SA algorithm. For a more detailed discussion 
on algorithmic approaches to specially structured FMS 
lay-out problems, see Kouvelis and Kiran (1989). 

The lay-out types (2)-(5) are usually implemented with 
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the use of handling robots, AGVs, and gantry robots as 
material-handling devices. Heragu and Kusiak (1988) 
propose two heuristic procedures that exploit the special 
structure of the lay-out decisions for the above lay-out 
types. Mathematical programming models for analysis and 
design of lay-outs for robotic systems are presented in Sarin 
and Wilhelm (1984). Kiran and Tansel (1988) consider 
the storage location for WlP in flexible manufacturing cells 
with the material handling performed by robots. The 
operation of such cells is as follows: the robot picks up a 
part and places it on the machine. After completion of the 
operation the part may be taken to another machine for its 
next operation. If the next machine is currently occupied, 
the part is taken to the WIP storage area, where it waits till 
the required station becomes available. Kiran and Tansel 
(1988a) investigate the problem under discrete and con- 
tinuous space assumptions. In the discrete case, the 
problem of WIP storage location for material-handling cost 
minimization is transformed to a generalized assignment 
problem. The continuous lay-out is discussed under diff- 
erent distance measures. 

The MHS lay-out problem includes location of pick-up 
points and delivery stations, specification of track lay-outs 
and choice of unidirectional or bidirectional flows (flow 
path design). It is of extreme interest for FMS implementa- 
tions with AGVs as the material-handling devices. Gaskins 
and Tanchoco (1987) propose an integer programming 
formulation for determining the optimal flow path that 
minimizes the total travel distance of loaded AGVs. It is 
assumed that the MHS network is given, and the only 
decision is to choose the direction of flow on each 
material-handling link, assuming that unidirectional flows 
are preferable. The formulation becomes inefficient for 
large-size MHS networks. Sharp and Liu (1987) proposed 
an analytical method for configuring the network of a fixed 
path, closed loop MHS. The purpose of the model is to 
make good initial decisions with respect to shortcuts, 
off-line spur construction and spur length. Kiran and 
Tansel (1988b) consider the optimal location of a pick-up 
point on a material-handling network. The pick-up point 
may connect the material-handling network to any one of 
the following: machining station, load/unload station, 
central or local storage. It could even serve as just a transfer 
point to/from another material-handling network. The 
authors extend Hakimi's result for node optimality of 
median location for directed networks. So, the pick-up 
point, if possible, should be located at a node of the 
material-handling network (i.e. a junction point or a 
workstation). For real FMS implementations locating the 
pick-up point at existing nodes may not be possible. Cases 
in which the pick-up point must be located on an arc of the 
MHN are analyzed, and it is demonstrated that the 
optimum location can be found in polynomial time. 
Kouvelis and Lee (1990b) present a different formulation 
of the MHS lay-out problem. A discrete directed network 

design problem on a plane formulation is given, and 
standard results from the graph theoretic literature as they 
apply to FMS implementations are discussed. 

2.3. Optimal storage capacities in a FMS 

As mentioned earlier, the most widely used model to 
evaluate the performance of a FMS is the CAN-Q model 
by Solberg (1977). The model makes an infinite buffer 
assumption, i.e. each workstation contains adequate buffer 
capacity to accommodate all parts that are queued for 
processing there. However, in most FMS implementations 
each machine has a very small buffer, usually of 2 parts per 
machine. Nevertheless, Suri (1983) showed that this 
assumption is quite robust for FMS performance evalua- 
tion. Also, Yao and Buzacott (1987) showed that, for FMS 
implementations with centralized MHSs (i.e. a loop con- 
veyor) and zero buffer workstations, the product-form 
solution of the CQN model for the FMS performance 
remains valid for any service time distribution at the 
workstations. These robust results provide insights into the 
good performance obtained when Jackson CQNs are 
applied to FMSs with small local buffers. Simulation results 
demonstrating the above point (CAN-Q estimated the 
throughput of an actual manufacturing system with an 
error of less than 10%) are reported in Haider et al. (1986). 

Performance modelling of FMSs with limited storage 
capacities has been extensively researched by Buzacott, 
Shanthikumar and Yao. Buzacott and Shanthikumar 
(1980) consider variations of a multiclass open queueing 
network model of a FMS with local storage only, with 
central storage only, and with some combination of the 
two. They point out that common storage is superior to 
local storage, and that for a system with M workstations 
(M > 2), production capacity is conjectured to increase in 
the job population, N, where B + 2 < N <  B + M, with 
B = central storage capacity. In current FMS implementa- 
tions, central storage is augmented with local storage with 
one or two workpieces at each station. The supporting 
argument coming from practical experience is that such a 
scheme reduces machine idle time while maintaining 
efficient use of storage facilities. 

Yao and Buzacott (1986) modelled a FMS as an open 
network of multiserver queues with general service times 
and limited storage capacity both at the system level and 
locally at each workstation. A rather interesting view of the 
MHS is expressed in the paper as they see it divided into 
two sections: (1) one section, the so-called MHS(I), 
handles the input flow to the workstations; (2) the other 
section, the so-called MHS(O), handles the output flow 
from the workstation. 

The reason for that modelling peculiarity is their attempt 
to .justify the assumption that machines are never blocked 
from finished jobs, since finished jobs are handled by the 
MHS(O), which is assumed to have the capacity to provide 
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such a service level since it is basically a dedicated conveyor 
for finished jobs. Such a modelling approach does not agree 
with the physical implementation of a general FMS, but it is 
not restrictive, on the other hand, as one can ignore the 
MHS(O) and just keep the implied assumption of non- 
blocked machines from finished jobs. In the model the 
probability that input flow into a station is blocked due to 
limited local storage is explicitly calculated. The case of 
feed-back flow where part of the output flow from the 
workstation will be fed back to the central storage is also 
considered. In order to derive results for such a general 
model, a renewal approximation technique was used. 

Yao and Buzacott (1986 and 1987) address the modelling 
of limited local buffers within the context of a CQN. In 
order to maintain the product form solution for such a 
network model, properties stronger than the Jackson 
networks are needed. The reversibility of the mean queue 
length process (Kelly, 1979), which is equivalent to the 
reversibillity of the Markov chain of the job routing, is 
required. Routings that can be shown to be reversible and 
of interest to FMS modelling are: 

(1) Symmetric routing from station to station; 
(2) Job routing in a central server network (CAN-Q 

situation); 
(3) Probabilistic shortest queue routing, by which jobs 

are routed with the highest probability to the station which 
has the relatively shortest queue (more empty spaces in its 
buffer). 

For those cases the calculation of the steady-state 
probabilities of the CQN is relatively easy and can be 
obtained from the product form solution for the Jackson 
CQN, with an appropriate adjustment of the normalizing 
constant, since the new state space results from truncation 
of the Jackson CQN model state space. In the paper, 
results are presented for a CQN with single server, 
exponential service times at stations with state-dependent 
processing rates, and under different operational 
strategies. An explanation of the need for specifying an 
operational strategy in the case of limited buffers follows. 

One of the major attractive features of a closed queueing 
network model of a FMS like CAN-Q, which assumes 
infinite local buffers, is the ease of input specification. 
The basic inputs to the CAN-Q model are the visit fre- 
quencies of parts to the workstations (i.e. the number of 
visits of a part to the workstation per visit to the load/ 
unload station) ei(i = 1, . . . ,  M). Those visit frequencies 
can be easily determined once the product mix, the 
processed plan for the process parts and the operation 
assignment decisions are made. Actually, ei = THi/THM 
for the CAN-Q model, where THi = throughput of 
workstation i. But when we have a model with limited local 
buffers then e i 4 z THi/THM, since it is possible that jobs 
attempting to enter the workstations are blocked. Now the 
e; can be interpreted as the average proportion of opera- 

tions in the central storage that need to be delivered to 
station i. So for such a model, a way for specifying the ei 
from available input data is needed. That is achieved by 
specifying an operational strategy. The operational 
strategies discussed in the paper are: 

(1) Fixed routing model: jobs are released into the 
system in such a way that ei follow a set of fixed values; 

(2) Fixed loading model: a set of values for THi/THM 
are given; 

(3) Dynamic routing model: the probabilistic shortest 
queue (PSQ) mechanism is used. 

Yao and Buzacott (1986) generalize the results for a PSQ 
routing scheme for a multiclass, multiserver CQN with 
exponential service rates dependent on the part type 
processed at a particular workstation. Although in all of the 
above models the routing conditions are quite restrictive, 
still they are quite suitable for a FMS. The problem with 
them is the difficulty in specifying an appropriate opera- 
tional strategy for a FMS. 

A modelling idea used by Yao (1986) to develop an 
optimal central storage model for a FMS, is the controlled 
arrival single-stage queue model (CASQ). The model can 
be easily transformed to a CQN with the addition of 
another station indexed as station 0 with service rate 
/~0(n0) = A(N-  no), where 

A = arrival rate to the system 
no = number of jobs in the system 
N = upper limit on the number of jobs in the system. 

In an attempt to add more realistic control features to it, 
externally blocked jobs are not lost but queued outside of 
the FMS at the central common storage area. It has been 
proven by Shanthikumar and Sargent (1981) that the total 
number of jobs in a restricted open queueing network 
(OQN) has the same equilibrium distribution as the 
number of jobs in a birth and death queue with a state 
dependent birth rate 

A (n) = A n -< N 
A(n) = 0 n > N 

and a state-dependent death rate equal to the throughput 
of a CQN, TH(n). Based on that fact, the CASQ model was 
developed by Shanthikumar (1979), where the system is 
transformed into a single-stage queue. Yao (1986) uses 
CASQ, with the FMS being the single-stage queue, to 
develop an inventory model for the system. The FMS is 
assumed to be equipped with N pallets and a central 
common storage area. Parts to be processed are delivered 
in batches from a central warehouse to the storage and then 
inserted into the FMS whenever a pallet is available. Since 
the production rate of FMS depends on the number of parts 
circulating in it, the following costs have to be considered: 
fixed ordering (material handling and transportation); 
inventory holding cost (associated with parts in storage) 
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and costs associated with loss of production if the number 
of parts within the FMS drops below N. The model 
computes the optimal order point and optimal batch size 
under the above considerations. 

2.4. Material-handling system design 

Even though material handling is a critical factor in FMSs 
performance, with severe consequences due to its in- 
efficient design (i.e. disorganized storage activities, exces- 
sive manual effort, idle machines, materials piled up on the 
floor, poor inventory control), little basic research has been 
devoted to issues related to the design of integrated 
material-handling systems in a FMS context. This section 
does not represent an exhaustive survey of operations 
research approaches to the MHS design problems, but 
intends to give a brief review of important work in the area, 
with particular emphasis on integrated MHS design applic- 
able to FMS environments. 

A brief description of some of the generic research areas 
of operations research that relate to material-handling is 
given by Maxwell (1981). A more detailed review of vehicle 
routing and scheduling problems related to MHS design is 
the paper by Kusiak (1985). A survey of operations 
research approaches to ten categories of material-handling 
issues (e.g. robotics, conveyor theory, transfer lines, FMS, 
equipment selection, storage alternatives, automated 
storage and retrieval systems (AS/RS), warehouse lay-out, 
palletizing, order picking and accumulation) is given in 
Matson and White (1982). Most of the research dealing 
with design issues of MHSs concentrates on specific 
systems, with conveyor systems receiving most of the 
attention (Muth and White, 1979). Lately, researchers 
concentrated on the design of automatic guided vehicle 
systems (AGVS), an efficient material-handling alterna- 
tive for FMS implementations. An interesting model 
addressing the problem of determining the optimal number 
of vehicles in an AGVS was developed by Maxwell and 
Muckstadt (1982). An ingenious formulation of the prob- 
lem into a transportation problem, with the objective to 
minimize the number of empty trips between workstations 
subject to flow constraints at each station, is presented. 

For the MHS design engineer during the initial design 
phase of a FMS, the problem faced is that of selecting from 
a multitude of possible combinations of standard elements 
that can perform the required material-handling functions 
(i.e. robots, automatic guided vehicle, conveyors, AS/RS) 
a set that will do the job most effectively and economically. 
A system model for addressing the integrated MHS design 
of a FMS was developed by Kouvelis and Lee (1990b). The 
model is a discrete choice network design model for a FMS, 
that is developed within the framework of multicommodity 
network flows. 

2.5. Other design problems in FMS 

Other important resources of a FMS are pallets (devices 
holding the part during its transportation) and fixtures 
(devices holding the part during its machining operations). 
The determination of the number of available pallets and 
fixtures in the system is significant for an efficient operation 
of a FMS. It is well known that the modelling of a 
production system as a CQN, which implies that the 
number of jobs in the system is constant, is justified by 
using the following interpretation in a FMS context: the 
number of customers circulating in the network at any 
point in time is the same as the total number of fixtures 
available in the system. Consequently, when the total job 
population is determined in the system configuration 
problem, the total number of fixtures, with the pallets 
treated as special type of fixtures, is also determined. But 
still there are other design questions to be considered, and 
in particular, the selection between special-purpose (de- 
signed to carry a specific sub-set of the parts on a FMS) and 
general-purpose (almost all parts manufactured in the 
system could be mounted on) fixtures. Relevant trade-offs 
for such a decision (ease of scheduling, accommodation of 
product mix changes, fixture investment, WIP level) are 
discussed in Newman (1986). 

It is surprising that the problem of determining the 
number of tools of the different tool types in a FMS has 
been consistently overlooked. In a FMS with versatile NC 
machines, each manufacturing operation can be performed 
by one or more cutting tools; and often those tools could be 
stored in the tool magazines of different machine types. 
The formulation of an optimization model, which will have 
the general constraint structure of the loading problem (see 
Section 3.3), is a suggested approach to the problem. 
Kouvelis (1991) presents an optimal tool selection proce- 
dure resulting from such a formulation. An extensive 
discussion of open research questions on tool management 
issues (including design and planning problems) for FMSs 
can be found in Gray et al. (1988 and 1989). 

3. Planning problems in FMS 

3.1. Part type selection problem 

One of the fundamental decisions the FMS manager has to 
make is to determine the set of part types to be produced 
during the next short-term planning horizon. Although 
orders might exist for a large set of part types at the 
beginning of the planning horizon, it is important to specify 
a feasible sub-set of those part types to be produced over 
the planning horizon (i.e. allocation of tools and operations 
does not violate tool magazine capacity and time availabil- 
ity of the machines) that optimizes a specified system 
performance criterion (i.e. due dates, system utilization). 

Whitney and Gaul (1985) suggest a sequential decision 
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procedure for the part type selection problem, that parti- 
tions the part types into distinct and separate batches to be 
machined one at a time. The proposed method is of a 
heuristic nature, and considers various system perform- 
ance measures and constraints such as machine utilization, 
due dates, degree of tool sharing, and the tool magazine 
capacity. Hwang (1986) presents an integer programming 
formulation of the part type selection problem, with the 
objective of minimizing the number of tool changeovers 
under a tool magazine capacity constraint. An optimization 
formulation with a different objective, that of minimizing 
makespan, is presented by Rajagopalan (1986). Heuristic 
procedures are suggested for its solution. Afentakis et al. 
(1989) present a new formulation of the part type selection 
problem for a FMS configured into a unidirectional loop 
network lay-out and operating with the use of cyclic 
scheduling policies. Heuristics are proposed for the solu- 
tion of the problem. 

The characteristic of the above part type selection 
approaches is that part types are partitioned into distinct 
batches, and each batch of part types is machined one at a 
time. In a particular batch, all part types are produced until 
all requirements are finished. A different approach to part 
type selection is presented in a series of papers (Stecke and 
Kim, 1986, 1988 and 1989 and Stecke, 1988b). After 
selecting a set of part types to be produced next, the 
authors' proposed approach determines the part mix ratios 
to be produced based on production requirements, proces- 
sing times and system operational objectives (i.e. workload 
balancing, utilization, due dates). The part mix ratios are 
the relative number of parts of each part type that will be 
produced over a planning horizon. FMS production begins 
and continues according to the previously determined part 
mix ratios until the production requirements of a part type 
are completed. Then, either the reduced set of part types 
with their remaining production requirements are pro- 
duced in new part mix ratios satisfying a specific opera- 
tional objective or new part types are selected to supple- 
ment the others. Stecke and Kim (1988b) compared the 
different part type selection approaches. Their study 
indicates that their approach (termed as flexible approach) 
provides better machine utilization and minimizes makes- 
pan. The usefulness of the flexible approach, that is based 
on appropriate part mix ratio determination by solving an 
integer programming formulation with an appropriate 
operational objective, is also demonstrated in extensive 
simulation studies reported in Schriber and Stecke (1988). 

A longer-term planning problem faced by FMS en- 
gineers is the identification of families of part types that 
could be produced by the FMS. This problem has been 
addressed to a large extent in the Group Technology 
literature. Group Technology (GT) is generally considered 
to be a manufacturing philosophy or concept that identifies 
and exploits the similarity of parts and operation processes 
in design and manufacturing. The GT principles, though 

applicable in general to most manufacturing systems, can 
be used as a vehicle for integrating the various elements of a 
computer-integrated manufacturing system like a FMS. 
One of the objectives of identifying part families is 
essentially to benefit from scale economies, that result from 
part processing similarities throughout the manufacturing 
cycle. This is of significant value in a medium volume 
production situation, as is the one faced in a FMS, where 
the economies of mass production are absent. The Group 
Technology literature (Kumar et al., 1986; Vaneli and 
Kumar, 1986 and Wemmerl6v and Hyer, 1986) basically 
addresses the grouping of parts based on similarity of 
processing and/or design characteristics. Specific applica- 
tion of group technology techniques to the FMS part type 
selection were suggested by Kusiak (1984). To identify part 
families, clustering methods are proposed based on the use 
of appropriate coding systems to describe the characteris- 
tics of the part as related to its geometrical shape, type and 
sequence of operations required. The clustering algorithms 
require a measure of similarity between part type codes 
that, in most cases, is evaluated by some sort of distance 
measure defined on the part type coding scheme (i.e. 
average of differences between attribute values of two part 
type codes). 

3.2' Machine grouping problem 

Stecke, working within the modelling framework of CAN- 
Q, addressed certain issues relating to two of the FMS 
planning sub-problems, the machine grouping and the 
loading problems (Stecke and Solberg, 1985 and Stecke 
and Morin, 1985). The ideas and the results behind the 
machine grouping problem were not a surprise for the 
queueing theorists. It is well known that under stochastic 
conditions a pooled group of servers will perform more 
efficiently than the same number of servers working 
separately. The following interpretation of the pooling 
concept in a FMS context is useful in understanding the 
results that Stecke and Solberg (1985) obtained. 

In examining the physical description of a FMS, one 
realizes that we could have machines able to perform 
exactly the same operations but not being of the same 
machine type. Machines are of the same machine type if 
they are physically identical, i.e. if they have the same axes 
of motion, dimension, horsepower, and capabilities. In 
queueing theory, the notion of pooling servers into service 
stations, particularly when we are dealing with product 
form queueing networks, requires the existence of identical 
servers in the same service station. The notion of an 
identical server in a FMS context is a machine of the same 
machine type and tooled identically. All of the above 
discussion is meant to show that our pooling alternatives in 
a FMS have certain limitations. Even if all the machines 
were of the same machine type, still maximum pooling of 
all of them into one machine group might not be feasible 
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since it would require loading the tool magazine of each 
machine with all the tools required to perform all opera- 
tions necessary for all parts that are going to be processed 
by the FMS. If we have more than one machine type then 
we should have at least as many different workstations as 
machine types, since limitations of the tool magazine 
capacity might force us to have more workstations. The 
FMS designer is then able to predict most of the time the 
minimum number of machine groups required. 

Stecke and Solberg (1985) pursued an unconstrained 
optimization of the expected production rate of the manu- 
facturing system as a function of the system configuration 
(machine grouping). Their results can be summarized as 
follows: (1) fewer groups are better, i.e. pool as much as 
possible; (2) if technological constraints define that g 
groups of m machines are required, then the more unba- 
lanced configuration provides the larger expected produc- 
tion rate. 

The above results were proved for small problems, 
because the expected production rate (throughput of the 
closed queueing network) as a function of the system 
configuration for a large number of parts in the system does 
not exhibit any nice concavity properties; and consequently 
the problem becomes cumbersome to solve analytically. A 
computer implementation of CAN-Q is used in Stecke and 
Solberg (1985) to evaluate the expected production rate for 
different system configurations for a large number of parts 
in the system and to justify the above conjectured results. 
The results of the machine grouping problem, though not 
proved rigorously, are widely accepted because of their 
intuitive interpretation. 

But the machine grouping resulting from such an uncon- 
strained optimization as the one applied above might not 
be even feasible for a real system, as important constraints 
such as the capacity of the tool magazine of each machine 
has been ignored. Many different approaches in formulat- 
ing such a constraint have appeared in the literature. The 
formulation in Stecke (1986) has attracted the most atten- 
tion and it is the one we discuss next. 

Before formulating the tool magazine capacity con- 
straint, the assignment of operations to machines has to be 
done. The operations assignment is formulated as: 

M 
1 <-- E Xa <-- qi, i = 1 , . . . ,  b operation index 

t= 1 l = 1 . . . .  , M workstation index 

1, if operation i is assigned to each machine in 
group l 

Xil = 0 ,  otherwise 

qi = maximum number of times that operation i can 
be assigned (routing flexibility indicator). 

The above formulation states the simple fact that each 
operation must be assigned to at least one machine of the 
machine type required by the operation. Of course, xit 

should be forced to 0 if operation i cannot be performed by 
the machine type corresponding to machine group l. 

A simple formulation of the tool magazine capacity 
constraint is the following: 

b 

E diXil~ t/, l = 1, . . . ,  M 
i=1 

where: 

di = number of tool slots required in a tool magazine by 
operation i, 

tt = capacity of the tool magazine for each machine in 
group I. 

Stecke mentioned some other considerations such as: 
several operations may require some of the same tools and 
space in the tool magazine can be saved by eliminating tool 
duplication and considering overlap and weight balancing. 
If the first of the above considerations is included in the 
formulation, the resulting constraint is: 
b b 

E diXil-[- E ( - - 1 ) P + I  E w~ U xik l<-~tl, 
i=1 p = 2  VBIB C B k ikEB 

~[Bf=p 
where: 1 = 1 . . . .  , M 

Bk = indexed set of sets of operations 
= index subset of Bk, such that [B[ = p,p = 2 , . . . ,  b 

WBk -- number of slots saved when the operations in Bk 
are assigned to the same machine. 

The resulting formulation of the tool magazine capacity 
constraint is highly non-linear. But the non-linearity is not 
inherent in the problem. It is formulation specific. It can be 
easily avoided by selection of two sets of variables. One of 
them will represent the assignment of operations to 
machines and the other will assign tools to machines. Then 
other constraints of consistency between tool and opera- 
tion assignment should be added. For more details on such 
a modified formulation, refer to Kouvelis and Lee (1991). 

Stecke (1986) divided the machine grouping problem 
into two steps: 

STEP 1: Find the minimum number of machines required to 
produce the set of part types considered for 
production. 

That is accomplished by solving the following nonlinear 
integer programming problem: 

max ~ yJslj 
j=a 

i=1 p = 2  VBCB k 

~l~l=p 

~ Xil = 1 
1=1 

17 xi ] 
IkEB 
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where m is a decision variable along with xu; and 7 could be 
any number greater than 1 (preferably large). Of course the 
above problem is not easy to solve. As was mentioned 
before, the FMS engineer could use simple and effective 
reasoning to get a very good estimate of the minimum 
number of machines required. The above formulation, 
though sophisticated, still does not cover many aspects of a 
realistic problem. In particular, time availability con- 
straints of the different machines over the planning horizon 
are ignored. 

STEP 2: Use the optimal pooling results for the minimum 
number of workstations (determined in Step 1) as 
they are presented in Stecke and Solberg (1985). 

A different way to look at the grouping problem as a 
long-term planning issue is the following: assume you have 
already ordered from a FMS vendor (or are currently 
existing in the system) a given number of physically 
identical machines. The grouping problem is that of 
allocating these machines to the different workstations, 
which subsequently determines the tools to be loaded on 
them, in order to optimize a performance measure of the 
manufacturing system. Since machines allocated to the 
same workstation in a FMS environment are tooled 
identically, we can treat them as identical servers in a 
queueing network modelling framework. Using the above 
interpretation of the grouping problem, we can apply the 
Shanthikumar and Yao (1988) model for its solution. For 
throughput modelling of the FMS a CQN can be used. Let 
TH(c) denote the FMS throughput as a function of the 
server vector c = (ci) (i.e. workstation configuration). 
Then the machine grouping formulation is 

Max TH (c) 

M 

s.t. E ci = Co 
i=1 

ci>-l, i =  1 , . . . , M  

where: Co = given number of physically identical 
machines. 

The optimal solution to the above formulation is characte- 
rized by an intuitive monotonicity property, that roughly 
says that a workstation with a higher workload should be 
given more servers. Shanthikumar and Yao (1988) pre- 
sented an efficient algorithm that solves the previous 
formulation, by appropriately using the characteristic 
property of the optimal solution to eliminate suboptimal 
allocations. It was also pointed out that a marginal 
allocation procedure generates the optimal solution for a 
two-workstation system. The authors conjecture its opti- 
mality for the general case. 

In a CQN modelling framework, the machine grouping 
problem was addressed in Bitran and Tirupati (1989b). 

Since the authors treat capacity as a continuous variable, 
they address the problem of redistribution of homogeneous 
capacity (i.e. tools) among the workstations to minimize 
WIP. Using the decomposition approximation for per- 
formance modelling of a general single-server OQN (refer 
to Section 2.1), the formulation of the problem is 

M 

Min E uiNi 
i = l  

s.t .  ~b(a , /* ,  ca, cs) = 0 

N i = 4) (a i ,  ]Li, cai, CSi) ,  

M 

E /*i = /~o 
i=1 

i = l  . . . .  , M  

~s i = 1 . . . .  , M 

where/x 0 = total available capacity. 
Under the simplifying assumption that ca and cs are 

invariant with capacity (refer to Section 2.1), the system of 
equations ~b(a,/z, ca, cs) = 0 can be solved initially (i.e. ca 
and cs can be treated as known parameters) and then 
N /  = (~( /s  i = 1, . . . ,  M. As under the assumed condi- 
tions, Ni is a convex function of/zi, the reduced formulation 
is 

M 

Min E v/~(p.i) 
i=1 

M 

s.t. ~ I~i = ~&O 
i=1 

l g i >  l~i, i = 1 . . . .  , M 

and it fits the marginal allocation framework of Fox (1966). 
Consequently, a greedy heuristic will provide an optimal 
solution at the limit (as the allocated capacity increments at 
each step of the algorithm go to zero). 

An extension of the Bitran and Tirupati (1989b) 
formulation is presented in the papers Boxma et al. (1990 
and 1991). They treat capacity in a discrete manner (i.e. 
machine allocations), and use multiserver OQNs for per- 
formance modelling purposes. The resulting integer pro- 
gramming formulation is within the marginal allocation 
framework of Fox (1966), and can be easily solved to 
optimality with a greedy heuristic. 

3.3. Loading problem 

The results presented by Stecke and Solberg (1985) for the 
loading problem were surprising to industrial engineers. 
The transfer and assembly lines were the prevailing systems 
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studied by industrial engineers for mass production. For 
those systems a philosophy of balancing the workload 
among service stations was widespread. Applying an 
unconstrained optimization of the throughput rate of a 
CQN with respect to the workload vector, Stecke and 
Solberg (1985) and Stecke and Morin (1985), in closely 
related papers obtained the results summarized below 

(1) If all machine groups contain the same number of 
machines then a balanced workload per machine is 
optimal; 

(2) For a system of unequally sized machine groups (a 
preferable system configuration), unbalancing the assigned 
workload per machine is optimal. 

In addition, if a perfect unbalance (the theoretically 
optimum workload obtained in Stecke and Solberg (1985)) 
is not possible, then it is better to overload the larger group. 

Stecke and Solberg (1985) proved rigorously the first of 
the above-stated results. The second result was con- 
jectured and justified in many numerical examples where 
they used CAN-Q to evaluate the expected production 
rate of the manufacturing system. Stecke and Morin (1985) 
further examined the case of system configurations with 
equal number of machines in each machine group. They 
established rigorously the balanced allocation of workload 
for balanced system configurations (i.e. equal number of 
machines at all workstations) in order to maximize ex- 
pected production rate, and also discussed certain prop- 
erties of the expected production rate function (throughput 
of the CQN). 

An elegant mathematical characterization of the loading 
problem results, and also many other interesting properties 
of the throughput function of a CQN are provided (Yao, 
1985 and Yao and Kim, 1987). The major result presented 
is that the throughput function of a closed queueing 
network is a Schur concave function of p, where p = (pi)m= 
is the loading vector. This result was proven for single- 
server stations (Yao, 1985) and extended for multiserver 
stations with equal number of servers (Yao and Kim, 
1987). Based on that, and using the fundamental property 
of Schur concavity, 

pl < mp2 = >  TH(pl) > TH(p2) 

(where pl, p2 a r e  two loading vectors and the symbol m-~ m 

denotes majorization ordering) one can easily see that the 
optimal allocation of a fixed amount of workload among 
the different workstations - always talking about the two 
special cases of CQNs, single-server stations or multiserver 
with equal servers - is achieved by a balanced workload, 
since the balanced loading vector majorizes all other 
loading vectors that have the same total workload. 

Stecke (1983) addressing the loading problem as a 
constrained optimization problem identifies the following 
six candidate loading objectives: 

(1) Balance the assigned machine processing times; 
(2) Minimize the number of movements from machine 

to machine; 
(3) Balance the workload per machine for a sub-system 

of groups of pooled machines of equal sizes; 
(4) Unbalance the workload per machine for a system of 

groups of pooled machines of unequal sizes; 
(5) Fill the tool magazine to as high a density as possible; 
(6) Maximize the sum of operation priorities. 

In Stecke (1983) the loading sub-problem was formu- 
lated as a mathematical program with the objective being 
one of the previously stated and the tool magazine capacity 
constraint. In the case that the loading problem is solved 
under the objective of balanced workload, Berrada and 
Stecke (1986) presented a branch and bound algorithm for 
solving the resulting non-linear mixed integer pro- 
gramming problem (MIP). 

Kusiak (1983) formulated the FMS loading problem as a 
linear integer program, where the objective function is to 
minimize the total processing costs of the various opera- 
tions. Kusiak was able to avoid the nonlinear tool magazine 
capacity constraint by ignoring the possibility that several 
operations may be performed by the same tool. 

Chakravarty and Schtub (1984) approached the loading 
problem as a 0-1 mixed linear integer program by assuming 
that a single tool can handle all the machining operations of 
a particular part type. The efficiency of a tool depends on 
the machine to which the tool is allocated, and the 
objective is to minimize the total processing times. Co 
(1984) presented alternative 0-1 integer linear pro- 
gramming formulations for different objective functions, 
such as maximizing machine flexibility, minimizing number 
of consecutive operations in the same machine, etc. 
However, no solution procedure was given. Ammons et al. 
(1985) and Shanker and Tzen (1985) give formulations with 
bicriterion objectives. The objectives of the former are 
balancing workloads and minimizing workstation visits or 
crossings, while those of the latter are balancing workloads 
among machining centers and meeting the due dates of 
jobs. Greene and Sadowski (1986) use several objective 
functions such as minimizing makespan, minimizing mean 
flow time, and minimizing mean lateness in their formula- 
tions for the FMS loading and scheduling problems. Since 
the numbers of variables and constraints are very large, 
computational experiments were not performed. Finally, 
Satin and Chen (1987) presented a very general 0-1 integer 
programming formulation of the problem. The problem is 
difficult to solve, as the number of integer variables can 
easily explode for even small size problems. A more 
efficient branch and bound algorithm for a similar formula- 
tion to the loading problem is presented in Kim and Yano 
(1991b). The loading problem has also been modelled as 
part of a general mathematical program for the FMS set-up 
problem in Kiran and Tansel (1985a), and was shown to be 
NP-complete by Kiran (1986). 
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It can thus be seen that the difficulties of the FMS loading 
problem, under the alternative formulations in the litera- 
ture, lie in the nonlinear as well as the integer constraint of 
the problem. Kouvelis and Lee (1991) present a formula- 
tion of the FMS loading problem that is much more 
tractable to solve. By appropriately defining the operations 
and tool types of the system, the nonlinearity of the tool 
magazine capacity constraint can be avoided. Also addi- 
tional constraints on the time availability of the machines 
for processing the parts are included. Such constraints are 
important because most FMSs are still subject to break- 
downs, scheduled maintenances, and other disruptions, so 
that there may exist differential but finite time availabilities 
for different machines at the FMS. Moreover, the formula- 
tion exhibits a block angular structure, the exploitation of 
which gives rise to a very efficient branch and bound 
solution algorithm. 

Heuristic algorithms are a viable alternative for the FMS 
loading problem. The major reason is that fo r large size 
problems the combinatorial complexity of the problem 
might prohibit its solution within reasonable time. In many 
cases, the FMS production manager is satisfied with a 
feasible operation and tool allocation solution, a necessary 
input for the lower decision level, i.e. the scheduling 
problem. The results of the scheduling problem directly 
define the quality of the solution of the short-term produc- 
tion planning problem. Because of the interdependence of 
the loading and scheduling sub-problems, optimality of the 
loading sub-problem loses significance as in many cases it 
might fail to provide feasible conditions for the scheduling 
problems (for further discussion see Hwang (1986)). In 
addition, the production environment in actual FMSs 
undergoes frequent changes (production order change, 
machines breakdowns, etc.) that cause the need for 
repeated solution of the loading problem. That favors the 
development of fast heuristics. 

In Stecke and Talbot (1985) heuristic algorithms were 
developed for FMS, assuming that the grouping problem 
has already been solved. An assumption under which these 
heuristics work is that each operation can be performed by 
only one machine type. The first two of the algorithms are 
designed to minimize part movements in a FMS, an 
objective that is particularly important in a system having 
relatively high travel or pallet positioning times. The third 
heuristic is an attempt to meet the optimal allocation ratios 
that would have resulted under the unconstrained 
optimization formulation of the loading sub-problem in a 
CAN-Q modelling framework. Other heuristic 
approaches, viewing the loading problem as being of the 
bin-packing type, are discussed in Ammons et al. (1985); 
Shanker and Tzen (1985) and Rajagopalan (1986). Kim 
and Yano (1991a) view the loading problem as a two 
dimensional bin-packing problem. The two restricted 
dimensions are number of tool slots and processing times of 
operations. The width of a bin is the tool magazine capacity 

of the machine, and the bin's height is the available 
processing time on the machine. Heuristic algorithms, 
originally developed for the two-dimensional bin-packing 
problem, are tested for the loading problem, and the 
results are reported in Kim and Yano (1991a). 

There seems to exist a strong connection between the 
loading and real time scheduling of parts in a FMS. In 
Stecke and Solberg (1981), an experimental investigation 
of operating strategies for a computer-controlled FMS is 
reported. The system under study was a real one, consisting 
of nine machines, an inspection station and a centralized 
storage area, all under computer control and intercon- 
nected by a MHS. A detailed simulation study was 
employed to test different alternatives of operating 
strategies, which basically involved policies for loading and 
real time flow control. The results are surprising. Minimiz- 
ing the number of movements of parts can be much better 
than attempting to balance the workload, since travel time 
from machine to machine can be decreased significantly. 
Also, pooling of machines and duplication of operations 
assignments improved system performance. 

The interaction of the loading problem and the schedul- 
ing of parts for certain FMS implementations are addressed 
in the papers Tang and Denardo (1988a and b). For some 
FMSs, the NC machines used require fine tuning during 
tool changes, with such fine-tuning operations taking 
significant time relative to the job processing time. Assum- 
ing that the allocation of operations to machines and the set 
of operations to be processed in the system for the next day 
are given, the authors address the problem of finding the 
optimum sequence of operations to be processed on a 
particular machine. The major constraint faced is the finite 
capacity of the tool magazine of the machine, i.e. for every 
job sequence a required number of tool switches is needed. 
In Tang and Denardo (1988a) the search for an optimum 
sequence is guided by the objective of minimizing the 
number of tool switches, that is applicable to FMS imple- 
mentations with significant tool switching times. The 
fundamental observation in the paper is that for a given job 
sequence the optimal tooling policy of the machine (refer- 
red to as keep tool needed soonest (KTNS)) has the 
following properties: 

(1) At any instant, no tool is inserted unless it is required 
by the next job; 

(2) If a tool must be inserted, the tools that are not 
removed are those needed the soonest. 

A heuristic procedure, based on the above observation, is 
given for the problem. In Tang and Denardo (1988b) the 
same problem under a different objective, that of minimiz- 
ing the tool switching instances, is presented. Such an 
objective is applicable for machines having tool switching 
mechanisms able to perform multiple tool switches simul- 
taneously, with switching times roughly constant and 
independent of the number of tool switches per switching 
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instant. A specialized optimal branch and bound procedure 
is suggested for the solution of the problem. 

3.4. Routing mix problem 

The FMS routing mix problem is to determine which of the 
feasible routes of each part through the manufacturing 
system should be chosen and also the number of units of a 
particular product to be produced along the chosen routes. 
The term route of a part through the manufacturing system 
usually means a sequence of workstations the part has to 
visit in order to complete its processing requirements. The 
routing mix problem is very important since it impacts the 
routing flexibility of a FMS, a feature with tremendous 
importance for efficient real time scheduling of the auto- 
mated system. Before going into a deeper discussion of the 
problem and its related concepts, modelling aspects of a 
FMS supportive to our discussion are presented. 

Chatterjee et al. (1984) have developed a generic model 
for manufacturing systems to address, among others, the 
routing mix problem, using mathematical programming as 
the primary solution approach. They use the unit operation 
as the basic unit of analysis of parts operations. Kiran and 
Tansel (1985a) have given a precise definition of a unit 
operation as: 

'elementary transformation of an input object into an 
output object essentially with no interruption. The 
occurrence of a unit operation requires the existence of 
an input object, a tool, a machine and possibly a fixture. 
The interruption at the end of a unit operation is caused 
by a need to change at least one of these four elements.' 

Based on the above notion of unit operation, Chatterjee et 
al. (1984) describe parts operations as an acyclic graph 
Gi(Ni, Ae) for a part i to capture the part specific operation 
sequencing rules, where Ni = set of operations of part i, 
anad Ai = set of arcs of the form (j, k) where j, k are 
operations which belong to N/and operation j must precede 
operation k. Using that representation a successful defini- 
tion of routing of  part i as 

'an ordering of the nodes from the part operation graph 
Gi that includes all the nodes and does not violate the 
precedence constraints' 

can be given. An elegant algorithm for developing the set 
of all routings, call it Ri, is presented in the Chatterjee et al. 
(1984) paper. An appropriate routing flexibility measure is 
also presented: routing flexibility part specific: cardinality 
of the set R i, 

The authors would like to clarify an important point 
related to routing flexibility. The above flexibility measure 
captures one aspect of the touting flexibility issue, the one 
associated with the technology used in order to process a 

part. Using a given technology there are different sequ- 
ences of operations we can perform in order to complete 
processing our part. But the most important aspect of 
routing flexibility, the one we build into our FMS, is the 
one associated with the appropriate allocation of opera- 
tions and tools to the workstations (machine loading 
problem). Multiple assignment of the same operation to 
different workstations and appropriate tooling of the 
machines tremendously increases the routing flexibility of 
the system. Other aspects of routing flexibility are associ- 
ated with the MHS design (for further discussion see 
Afentakis, 1986 and 1989). 

Chatterjee et al. (1984) formulate the routing mix 
problem as a mixed integer program. Two sets of decision 
variables are used, the one having binary variables associ- 
ated with the selection of routes of each part through the 
system and the other is a set of integer variables denoting 
the number of units of a part type produced according to a 
certain routing. The optimal decisions are based on the 
trade-offs between the set-up costs and the variable 
production costs at the workstations considering capacity 
constraints and the need to meet the demand for a 
particular part type. The objective function can be ques- 
tioned for its general applicability, since the concept of 
set-up cost in most FMS implementations with automated 
tool-switching capabilities, that can easily interchange 
tools in seconds, seems to be of minor importance. 
Moreover, the proposed formulation doesn't capture the 
important linkage between the routing mix problem and 
the FMS loading problem, a significant routing flexibility 
aspect in a FMS. 

The routing mix problem is also linked to the congestion 
phenomena in a FMS, an issue of significant importance 
due to the direct effect on the system performance. 
Appropriately addressing such considerations, Kinemia 
and Gershwin (1985) propose a network flow optimization 
procedure for solving the problem of optimal part routing. 
A detailed presentation of their model follows. The 
notation introduced by Kinemia and Gershwin is as 
follows: 

M = number of workstations 
N = number of different part types 
ki = number of operations for completion of a particu- 

lar part type 
~- = time to complete operation k on a type i part at a 

workstation j 
y~ = flow rate of type i parts to station j for operation k 
ui = production ratio of type i parts 
a / =  fraction of total production that is of type i 
pj = utilization of workstation j 
y = a vector of flow rates 

f(y) = performance measure that is to be maximized. 
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Then the general flow optimization problem for FMS is the 
following: 

max f(y) 
s . t .  

M 

E -- u, 
] = 1  

N 

E u i =  R 
i = 1  

k = 1 , 2  . . . . .  ki 
i =  1 , 2 , . . . , N  

n i = ai R 

N ki 

Oj(Y) = E  E Y / ~  J =  1 . . . .  , M  
i = 1  k = l  

p/(y) --< 1 

y/~----- 0 

The authors propose an augmented Lagrangian method in 
combination with Dantzig-Wolfe decomposition to solve 
the problem. The solution gives optimal plans for routing 
parts to maximize the appropriate performance measure, 
which most of the time is the production output. 

The flow optimization approach of Kinemia and Ger- 
shwin (1985) is an attempt to guarantee through the 
problem constraints that congestion phenomena at the 
workstations will be avoided. Thus, as a consequence, 
performance measures derived from an appropriate 
queueing model will be valid and can usefully be subjected 
to an optimization procedure. This formulation ignores the 
interaction of the loading and routing sub-problems. 

Another paper addressing the routing problem is the 
paper by Cassandras (1984). He offers a high-level view of 
a manufacturing system as a network of stations where 
various operations are performed on resources carried to 
and from the stations according to specific requirements. 
Parts, tools and pallets are examples of such resources. His 
problem formulation idea is quite simple. The constraints 
of the problem are the classical ones found in a network 
flow optimization problem: conservation of flow, notions 
of a source and a sink and non-violation of capacity 
constraints. His objective: flow time minimization. The 
formulation follows the well-known network flow 
optimization problem pattern. 

As we have mentioned repeatedly up to now, there is a 
strong interaction between the different FMS planning 
sub-problems. Clearly the FMS routing mix problem is 
linked to product mix and loading problems. Attempts to 
integrate the different FMS planning sub-problems into the 
same mathematical program have been reported. Kiran 
and Tansel (1985b) integrated five of the FMS planning 

problems into the so-called system set-up problem. A set of 
constraints included in their formulation addresses the 
operations assignment problem. The fundamental unit of 
analysis is the unit operation. Each unit operation has to be 
assigned to a machine that has the capability to perform it. 
If a unit operation is assigned to a machine then the tool 
which will perform that operation has to be assigned to the 
same machine~ That simple idea is expressed by another set 
of constraints. Constraints for not violating the tool 
magazine capacity, in the non-linear form introduced by 
Stecke (1983), are also included. All the above set of 
constraints are similar to those of Stecke's loading prob- 
lem. In addition, the constraint for the non-violation of 
time availability at each machine is used. 

Kiran and Tansel (1985a) realized the importance of the 
congestion phenomena in a FMS and tried to introduce 
constraints to avoid them. Their modelling approach is 
indirect. In an attempt to avoid those phenomena they 
restrict the number of machine changes to an upper limit 
(external parameter) and also the number of fixture 
changes. The intuition behind it is to avoid delays and keep 
the traffic between workstations at a low level. 

One of their decision variables is the number of parts to 
be produced from each part type, in other words the 
product mix problem is solved simultaneously with the 
other ones. A constraint that limits the number of parts 
which will be selected for simultaneous production is also 
introduced. The constraint formulation captures approp- 
riately the linkages of the different sub-problems. 

The proposed objective is the maximization of the total 
number of parts produced during the planning period. The 
model has a structure which can be exploited. For a sample 
problem with 100 tool types, 350 operations, 100 part 
types, and five machines, there are approximately 4000 
decision variables and 6000 constraints. Relaxation based 
decomposition techniques are proposed. 

3.5. Other planning problems in a Fills environment 

Mazzola et al. (1989) propose a hierarchical model that 
integrates FMS production planning into a closed-loop 
material requirements planning (MRP) environment. 
Their framework involves a three-level hierarchy con- 
sisting of the FMS/MRP rough-cut capacity planning, 
grouping and loading, and detailed scheduling problems. 
The authors examine, in detail, the first two levels of the 
hierarchy. For the rough-cut capacity planning problem 
they present a generalized assignment problem formula- 
tion and suggest a heuristic procedure for its solution. For 
the grouping and loading problem a two-phase heuristic is 
presented. Mazzola (1989) presents batch-splitting heuris- 
tics for the FMS rough-cut capacity planning problem. 

An interesting planning problem in a FMS environment 
is fixture allocation to the different part types. Given the 
product mix and the unit operations required by each part 
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type, the decision faced is that of allocating the limited 
number of fixtures to parts in such a way that all required 
operations can be performed and an operational objective 
(usually throughput) is optimized. The fixture allocation 
problem was addressed as part of a more general model in 
Kiran and Tansel (1985a). The structure of the formulation 
bears significant resemblance to the operations assignment 
problem (refer Section 3.3). 

Kusiak and Finke (1988) address a process planning 
problem applicable to FMS implementations. The flexibil- 
ity of the machines and the material-handling system allows 
each part the opportunity to be manufactured by a variety 
of process plans (i.e. sequence of operations). Each of the 
process plans requires specific types of tools and auxiliary 
devices (i.e. fixtures, grippers, feeders) during the manu- 
facturing process. The authors propose a model for the 
selection of a set of process plans for each part type with the 
minimum corresponding cost and minimal number of tools 
and auxiliary devices required. Both a graph theoretic and 
an equivalent integer programming formulation of the 
problem are proposed. Since optimization algorithms fail to 
address the computational complexity of real size prob- 
lems, two quick and efficient heuristic procedures are 
presented for the solution of the problem. 

Kiran and Krason (1988), Gray et al. (1989) pinpoint 
tool management as a critical issue for FMS performance. 
Stecke (1988a) reports as a case study the operating ' 
problems of a FMS that will become operational in 1989, 
and identifies as key planning issues the tool management 
problems. A classification of all relevant issues to tool 
management is presented in Gray et al. (1989). Such issues 
include spare tools management, tool storage policies, tool 
loading to machines and cutting/feed rate optimization. 

Vinod and Sabbagh (1986) analyze the FMS perform- 
ance subject to tool availability constraints. The aspects of 
tool unavailability are triggered by the need of tool 
replacement at a workstation due to any one or a combina- 
tion of reasons: tool breakage, tool wear and tear, and 
generally poor tooling performance (i.e. poor quality 
finish, lack of dimensional accuracy). The approach for 
modelling the problem is simple and intuitive. The actual 
job processing time (i.e. service time at a node of a CQN 
for performance modelling purposes) is modified to 
account for the extended time required to process jobs due 
to interruptions caused by tool failures. In order to retain 
the product form solution of the results obtained by a 
CAN-Q type of model, the mean job processing time is 
assumed to include tool preparation and cutting time, and 
each machine at a specific workstation requires only one 
tool to process a job. Using the following additional 
notation: ~ri = steady state distribution of availability of 
tools at workstation i, and/xi(n) = load-dependent proces- 
sing rate at workstation i when there are n jobs waiting to 
be processed, the modified job processing rate at worksta- 
tion i, with c~ identical machines and processing rate of each 

machine, when appropriately tooled,/.to, is given by 

n--1 

/x i (n)  : ~ "lTi(l) l/xOi 
I=l 

ci 

+  i(l)n/x ~ n = 1 , . . . ,  ci 
l=n 

Ixi(n) = /x i (n  - 1) n = ci + 1, . . . ,  N ,  

where N = the job population circulating in the system. In 
order for the load-dependent processing times to be 
calculated the steady state distribution 7ri has to be derived. 
Vinod and Sabbagh (1986) suggest the use of a queueing 
model M/M/ci/ci + Yi (where Yi = spares available for tools 
used at station/) to calculate the 7r;, where the mean time 
between arrivals in the model is interpreted as the mean 
time to tool failure. The arrival rate and the service rate 
(i.e./x/~ are assumed to be exponential random variables. 
For optimizing the levels of spares available for each tool a 
form of lexicographic partial enumeration is used. Kusiak 
(1986b) describes four basic tool storage policies, whereby 
spare tools are stored either in a tool magazine or in a 
remote tool storage area or both. The cutting speed/feed 
rate optimization for flexible machines is studied by 
Schweitzer and Seidmann (1988a and b). Having in mind a 
queueing network performance model of a FMS, specifica- 
tion of cutting speed/feed rate affects the processing rates 
of the flexible machines at a workstation. The authors 
present several nonlinear queueing network optimization 
methodologies, which determine the minimum cost proces- 
sing rates given the desired FMS throughput, the WIP 
level, and tool cost functions. An intuitive and practically 
useful result coming out of the above work is that an 
optimal processing rate policy will use slight acceleration of 
processing rates at a few bottleneck machines, while 
allowing for significant tool cost reduction by lowering 
speeds at non-bottleneck machines. 

4. Further research directions 

4.1. F M S  design problems 

Although significant research effort has been spent in the 
development of analytical models for the design of FMS, 
very few have actually been used as major decision support 
tools during the design phase of such complex manufactur- 
ing systems. The gap between the mathematical design 
theory and the design practice is mostly due to the 
following factors. 

4.1.1. Absence  o f  input data for  the models  

Most of the design models assume that information on such 
items as the demand pattern for the different products, cost 
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estimates for the system resources (machines, tools, pal- 
lets, fixtures, etc.), reliability of failure-prone system 
resources (machines, material-handling system), proces- 
sing rates of flexible machines (i.e. machines that can 
process a wide range of operations, and consequently their 
processing rate depends on the operational product mix 
and the allocated set of operations and tools to them), 
operational product mix over the planning horizon 
(assumed rather stable), and even the length of the 
planning horizon, is available during the initial design 
phase of a FMS. It comes as a shock to most production 
researchers, particularly those that don't have a close 
contact with actual manufacturing environments, to find 
out that most manufacturing designers don't have at their 
disposal most of the above data, and in some cases they 
don't even have adequate ways to measure such inputs 
even for existing FMSs (Elmaghraby, 1987). The design 
engineer faces the challenge of designing a deterministic 
system capable of handling stochastic inputs, variable 
product mixes, changing processing technologies, non- 
deterministic processing rates, and probabilistic routings of 
a wide range of products traveling through the system over 
time. 

4.1.2. Data inaccuracy 
Even for the few cases where some of the above data is 
available, it is highly inaccurate. That might result either in 
the use of a historical analogy approach (i.e. use data from 
an already existing similar FMS), which might not be 
particularly useful for FMSs that respond to production 
requirements of different markets, or the expected fore- 
casting inaccuracy due to the extended length of the 
planning horizons used for design purposes. To make 
things even worse, the short product life cycles of some 
products and the continuous changing nature of processing 
technologies in certain FMS related industries limits the 
applicability of highly accurate forecasting techniques 
(sophisticated time series, econometric models, etc.). In 
most cases the FMS designer will come up with specific 
ranges where the input parameters might lie, and in a few 
cases he might be able to describe probability distributions 
for the input parameter values over such a range. The 
majority of the previously described FMS design models, 
mostly due to the inherent combinatorial nature of the 
underlying problems and the use of an optimizing 
approach, are not amenable to easy sensitivity analysis 
where simultaneous variation of multiple input parameters 
is required. 

4.1.3. Inability of proposed algorithms to address real size 
problems 

This is mostly due to the inherent complex combinatorial 
nature of the design problems, and the limited processing 
capability of available computer technology. It doesn't 
provide any relief for the FMS designer to be informed that 

most of the FMS design problems are NP-complete. What 
the FMS designers need are robust designs that provide 
adequate operational performance for a wide range of 
input data. 

4.1.4. Lack of sub-problem integration 
In the FMS literature the different design sub-problems are 
addressed independently and only a few attempts have 
been made to link some of them. But the design of an 
integrated manufacturing system, which is the problem 
that a FMS engineer faces, requires the linkage of the 
different sub-problems. Optimality approaches to the 
solution of various design sub-problems, when significant 
interaction exists between them, does not imply optimality 
of the resulting FMS design. For example, there is signifi- 
cant interaction between the machine selection and the 
lay-out problem. The same set of machines under different 
lay-out configurations lead to different system throughputs 
(Solberg and Nof, 1980 and Kouvelis and Kiran, 1991), and 
for the same lay-out the determination of the number of 
machines of different machine types (even if the total 
number of available machines in the system has been 
predetermined) significantly affects the operational per- 
formance of the FMS (Kouvelis, 1988). 

The existing FMS models provided a valuable first step in 
clearly identifying and structuring the relevant FMS design 
problems. But further intense research effort is needed in 
addressing the previously mentioned issues that limit the 
applicability of some of the existing models. There is a 
significant need for incorporating the inaccurate input 
parameter specification aspects of the design problem into 
appropriate models, and then attempt to develop solution 
approaches that lead to robust designs over a wide range of 
input instances. In many cases that might imply the 
abandoning of strict optimization approaches for the use of 
efficient (and rigorously bounded in terms of deviation 
from optimality) heuristics that facilitate the generation of 
sensitivity results for a wide range of input values (for an 
example of such an approach refer to Bitran and Tirupati 
(1989b)). In addition to traditional post-optimality and 
sensitivity analysis, it might be necessary to use non-tradi- 
tional approaches that attempt to develop algorithms able 
to construct solutions that are close to optimality for all or 
most problem instances, where each instance of the 
problem is defined by a particular instance of the input 
string. An example of such an approach, though presented 
for a different class of problem, can be found in Tansel and 
Scheuenstuhl (1988). 

Integration of the design sub-problems is a challenging 
research issue. Given the size and the complexity of the 
individual design sub-problems, the development and the 
solution of a single monolithic large-size combinatorial 
model does not seem to be a fruitful research avenue. 
There is a need for the development of a large-scale system 
model for a FMS that will consist of various subcomponents 
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(submodels). Such a model should be able to describe the 
FMS both at a detailed and an aggregate information level, 
if it is to be used to satisfy the needs of the design phase. Of 
course, such a large-scale system model will be of signifi- 
cant mathematical complexity. The crucial research issue is 
the development of an appropriate hierarchical decision 
structure. Such a decomposition scheme should on the one 
hand recognize the sub-problem interaction, while on the 
other hand should generate sub-problems that are com- 
putationally tractable. One approach is to base the decom- 
position on the sub-problems already presented. The 
search for an appropriate objective for each sub-problem, 
one that is compatible with the over-all system design 
objectives, is in that case the immediate goal. The sequence 
in which the different sub-problems are to be solved in 
order to minimize deviations from an over-all optimal (or 
close to optimality) solution must also be determined. 

The development of a generic modelling framework for a 
FMS can be used to provide other important side results. 
For example, it could be very useful to attempt to define 
rigorously some of the different flexibility concepts related 
to FMS (for references to flexibility concepts see Mandel- 
baum (1978), Buzacott (1982), Zelenovic (1982), Browne 
et al. (1984), Jaikumar (1984), Adler (1985), Kusiak (1985) 
and Lasserre and Roubellat (1985)). It is particularly 
interesting to explore the way that the various design 
decisions limit (or enhance) the different flexibility aspects 
of a FMS. A first step in that direction was presented in 
Afentakis (1986 and 1989). 

The automated MHS is an important component in a 
FMS, since congestion at the MHS significantly limits the 
capacity of a highly interconnected system of workstations 
such as a FMS. The modelling of the MHS in the FMS 
literature has been done with the use of aggregate models 
(mostly CQNs). In our view, the design issues of the MHS 
have a strong linkage with the short-term (operational) 
material-handling problems in FMS. Consequently, an 
aggregate model like a CQN isn't appropriate in addressing 
these issues. Unfortunately, little work has been done in 
the direction of detailed model development for MHS 
design in FMS. Most of the existing knowledge for the 
design of those systems comes from the broader material- 
handling research literature, usually addressing MHS 
issues in production contexts different than the FMS one. 
The need for the development of new models, methods and 
techniques that concentrate on the unique material-hand- 
ling requirements of a FMS, that are mostly due to the 
tremendous operational flexibility needs of such a system, 
is apparent. 

4.2. FMS planning problems 

Some of the factors previously discussed as limiting the 
applicability of mathematical design theory to actual 
practice are also present in the case of FMS planning 

problems. The shorter time horizon and the on-line 
availability of information, which as a side effect creates 
the challenge for efficient information management in the 
FMS environment, limit the effects of data unavailability 
and inaccuracy in the applicatio n of the developed models 
for FMS planning issues. But the computational com- 
plexity of the proposed algorithms, the lack of computing 
power and the lack of planning sub-problem integration are 
still present, and carry a heavier weight in limiting the 
success of operations research models in addressing the 
urgent operating problems of the FMS environment. We 
would like to point out that operations research-based 
planning models have been more widely implemented in 
practice than the respective design models .For an example 
of such applications refer to Stecke (1988a). 

The FMS manager needs algorithms (or operating 
policies) that provide in a timely fashion good answers for 
pressing operating problems in a highly volatile manufac- 
turing environment. In many cases even the knowledge of a 
feasible answer for an operating problem is adequate for 
practical purposes. Such an example is the extremely 
difficult FMS loading problem. Finding a feasible alloca- 
tion of operations and tools to machines under tight tool 
magazine capacity constraints and/or tight machine time 
availabilities over a short horizon is a challenging problem 
by itself, and in most cases all that the FMS operator wants 
(Stecke, 1988a). This fact emphasizes the need for efficient 
heuristic algorithms for the planning problems, which are 
designed in a way that exploits the structure of the specific 
problem. As the planning horizon becomes shorter com- 
putational efficiency and feasible solution generation 
should gain weight over deviation from optimality as the 
guiding criteria for the design of the heuristic. 

Research addressing different FMS planning sub-prob- 
lems should continue, since such research provides valu- 
able insight regarding a number of key planning issues. 
Although some of the FMS planning sub-problems have 
already been formulated into operations research models 
and solution approaches have been proposed, they cannot 
be considered as closed issues. Attempts to question their 
objectives and even the formulation of the problem, when 
sound reasons for doing so exist, can be proven very useful 
for the understanding of those complex problems. For 
example, for the FMS loading problem many different 
objective functions have been proposed for an appropriate 
integer programming formulation of the problem. The 
interesting research question is to identify the specific 
characteristics of a FMS implementation that makes one 
operational objective preferable to another, and even 
more clearly establish the cases for which the generation of 
a feasible solution is adequate for practical purposes for the 
short-term FMS production planning problem. 

Pointing out and appropriately structuring new planning 
issues specific to the FMS environment or in certain cases 
specific to a particular FMS implementation is another 
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valid research direction. In Buzacott and Yao (1986) the 
need for modelling, design and understanding of the 
operating constraints, that the existence of a centrally 
located tool delivery system might impose for certain FMS 
implementations, was pointed out. Still no significant 
results have appeared on the problem. We would like to 
point out further that the nature of certain planning 
problems, and we will use as an example the loading 
problem, is different for FMS implementations with a 
central tool delivery system. The tightness of the tool 
magazine capacity constraint is relaxed, since tools don't 
have to be on the machine all the time anymore. All that is 
required is that the necessary tools for a particular opera- 
tion have been delivered to the machine before the 
operation starts. As it can be easily understood, congestion 
phenomena of the tool delivery system become of critical 
importance. Also, the issue of determining the tools that 
will be continuously placed on the various machines and 
the ones that are going to be stored in the central tool store 
area needs to be researched. The usefulness of tool-sharing 
policies for such FMS implementations has also to be 
addressed. 

Models addressing the interaction of planning sub- 
problems have been developed (Kiran and Tansel, 1985a 
and Rajagopalan, 1986). The resulting mathematical pro- 
gramming formulations face the curse of combinatorial 
complexity. Testing the efficiency of different hierarchical 
decomposition schemes for the integrated FMS short-term 
planning problem (usually referred to as the 'FMS set-up 
problem') is needed. Development of heuristic procedures 
either for the whole problem or for each individual 
sub-problem should also attract more research effort. For 
the latter case, iterative schemes, that combine the heuris- 
tic results for the sub-problems and attempt to improve the 
performance value of the resulting planning solution, have 
to be developed. 

Understanding of the FMS short-term planning prob- 
lems is a crucial link to understanding FMSs. In order to 
design optimally FMSs we first need to understand how we 
efficiently allocate the system's resources in shorter plan- 
ning horizons, and in order to have an efficiently operated 
and controlled FMS, we need to realize what are the 
flexibility limitations our short-term planning decisions 
impose on the real time operation of the system. Hopeful- 
ly, future research effort will provide further insight on 
these issues. 
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