Parameters estimation of three-phase induction motors using differential evolution
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ABSTRACT

Three-phase induction motors are extensively used in the industry due to their robustness characteristics, low cost and easy maintenance. Usually, it is necessary to implement drive and control systems for such motors, which requires the knowledge of their mechanical and electrical parameters. However, in some cases, these data are not immediately available, or the values of the parameters may change due to the wear of motor components. Such problems can be circumvented if an efficient parameter estimation technique is available. In order to automatically estimate the parameters efficiently, the present work proposes a method, based on the differential evolution algorithm, aimed at the estimation of the electrical and mechanical parameters of three-phase induction motors. Such algorithm is capable of estimating the parameters of the equivalent electrical circuit, such as stator and rotor resistances and leakage inductions, the magnetizing inductance, and also mechanical parameters, such as moment of inertia and the friction coefficient. The performance of the proposed parameter estimation technique is evaluated for three different input signals: (i) current signal of a phase associated with the speed measured from a tachogenerator, (ii) current signal of a phase associated with the speed acquired from a torque meter, and (iii) only the current signal of one phase. Finally, a series of simulated and experimental results are presented to validate the proposed technique, and the results show the good performance of the proposed strategies.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Three-phase induction motors (TIM) are widely used in the industrial sector, mainly for the operation of pumps, compressors and fans, representing 68% of the Brazilian industrial energy consumption, which corresponds to 35% of the total consumed electrical energy [1]. In general, such motors operate under approximately 60% of their nominal load, consequently working with reduced efficiency, which results in energy waste [2,3].

The efficiency graph of a TIM, for the nominal frequency, can be found in its datasheet. However, these motors are often driven by frequency inverters, resulting in operating frequencies different from their nominal values. One way of analyzing TIM efficiency, and consequently of defining which operating region is more appropriate for a given situation, is to perform calculations that depend on the electrical and mechanical parameters of the motor, since such parameters, when applied to a mathematical model, may represent the operating dynamics of the TIM [4]. However, in several situations the parameters may not be informed by the manufacturer, or external and internal influences, such as electrical and mechanical wear or heating [5], may modify the values of the parameters. In addition to problems related to energetic efficiency, a proper estimation of the TIM parameters may influence the AC drives performance, since the values of the motor parameters are fundamental for controller tuning [6–8], especially the mechanical parameters, which are related to the dynamic response during the transient [9]. Even fault diagnosis methods can be accomplished by monitoring the parameters of a TIM [10]. In this context, the development of techniques for the estimation of the electrical and mechanical parameters of TIM has become an important topic of recent researches.

The data for the symmetric equivalent electrical circuit are typically obtained through blocked and no-load rotor experiments, as stated in the IEEE norm [11], where the machine operates under steady state. Although such method is simple and commonly used, its approximation may not be precise. Additionally, the mech-
ical parameters are not estimated in this approach. In this sense, computational methods rise as attractive alternatives, due to their capability of yielding more precise estimations of both electrical and mechanical parameters.

In [12] two methods are proposed to calculate the equivalent electrical circuit parameters. The methods are respectively based on Artificial Neural Networks (ANN) and Adaptive Neuro-Fuzzy Inference Systems (ANFIS), and the input data are the torque, active and reactive power, starting current, maximum torque, full load speed and efficiency, given by the manufacturer. The technique proposed in [13] is based on the use of the Adaline network to identify the rotor time constant and the leakage factor of the TIM under steady state (high frequencies), as well as the leakage resistance and inductance of the stator (low frequencies). In [14] the use of variable frequency tests on the computation of the equivalent electrical circuit parameters is also proposed.

In the last years, estimation techniques for electrical and mechanical parameters of TIM, based on the use of computational methods, have been reported in the literature with interesting results. For instance, the work in [15] proposes the identification of the moment of inertia of the TIM using only a voltage sensor, which is modeled in terms of the parameters to be estimated, resulting in a simple and low cost technique. The use of online parameters estimation algorithms is also proposed in [16], which consists of a predictive control technique based on an Euler approximation to estimate the stator resistance from the induction motor linear model. In [17], a Particle Swarm Optimization (PSO) technique is applied to the estimation of the equivalent electrical circuit parameters of TIM, comparing the torque and the specifications provided by the manufacturer.

Another class of heuristic computational methods is the class of evolutive algorithms, which are based on defining and changing populations of solutions to minimize an objective function. The application of evolutive algorithms in the TIM parameters estimation has also been reported on the recent literature. In [18], the use of genetic algorithms to simultaneously identify mechanical and electrical parameters is proposed, using as input only the corresponding starting current and voltage. The method proposed in [19] consists of using the Differential Evolution (DE) algorithm to estimate the rotor and stator resistances, as well as the rotor and stator leakage inductances, by comparing the nominal, starting and stop measured torques with the values resultant from the estimated parameters. In [20], the influence of the temperature variation of the electrical and mechanical parameters of TIM using only a current signal is analyzed. Additionally, in [21] the authors propose the analysis of five different DE approaches to verify which is the best parameter estimation technique for the equivalent electrical circuit of TIM, by using simulated signals of three-phase input and output voltages. Finally, in [22] the DE is used to estimate the parameters of the equivalent electrical circuit and of the moment of inertia, considering as input signal the simulated three-phase currents of two different motors.

In a general analysis, the main difficulty reported on some of the proposed methods is the acquisition of the necessary information for the parameter identification, as speed and torque [12,17,19]. Such papers use more sophisticated sensors, implying higher costs of developing the project and consequently decreasing their attractiveness. Besides, the presented methods propose alternatives for the parameters estimation of either the TIM equivalent electrical circuit [12,14,17,21] or the mechanical parameters [15], instead of considering their combination. The works presented in [18,20,22] propose approaches for the estimation of both electrical and mechanical parameters. However, the method in [18] requires the three-phase voltage and current data, consequently demanding six sensors, and [20] uses only computational data.

In the present paper, we propose a technique capable of estimating the values of the rotor and stator resistances and leakage inductances, the magnetizing inductances (parameters of the equivalent electrical circuit), moment of inertia and friction coefficient of the three-phase induction motor. Three distinct sets of input signals are applied to the proposed algorithm: (i) current signal of one phase along with the speed measured from a tachogenerator, (ii) current signal of one phase along with the speed measured from a tachometer, and (iii) only the current signal of one phase. The method consists of a function approximator for parameter estimation using the Differential Evolution algorithm, combined with the TIM dynamical model, as described in [23,24].

In order to verify the efficiency and validate the proposed estimation method, tests based on computational models executed with experimental data were also performed.

2. Three-phase induction motor modeling

The mathematical modeling of the induction motor is essential for the parameters estimation approach proposed in this paper. In fact, the evaluation of a given set of parameters in the present method is performed through the numerical simulation of the induction motor dynamics, whose mathematical model depends on the parameters to be evaluated, followed by a comparison of the simulated results with the experimental data. In this paper, the linear model of the motor is considered, since it is supposed to operate at no-load and, consequently, the saturation region can be neglected. The detailed induction motor modeling can be found in [23,24].

The motor model consists of voltage and current equations from the rotor and stator, flux of the rotor and stator, electromagnetic torque and angular position.

A unique referential is adopted for the rotor and stator, which can be stationary or synchronous. In this work, the only referential adopted is the stationary one, since the measured values refer to the stator.

The voltage and current equations of the rotor and stator are described in (1) and (2), sub-index 1 refers to the stator quantities and sub-index refers 2 to the rotor.

\[
\begin{aligned}
\psi_1 &= R_1 i_1 + \frac{d}{dt} \psi_1, \\
\psi_2 &= 0
\end{aligned}
\]

(1)

(2)

On matrix form, Eqs. (1) and (2) are rewritten as (3) and (4):

\[
\begin{bmatrix}
u_{t1c} \\
u_{t1b} \\
u_{t1a}
\end{bmatrix} = R_1
\begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
i_{t1c} \\
i_{t1b} \\
i_{t1a}
\end{bmatrix} + \frac{d}{dt}
\begin{bmatrix}
i_{t1c} \\
i_{t1b} \\
i_{t1a}
\end{bmatrix} +
\begin{bmatrix}
L_1 & 0 & 0 \\
0 & L_1 & 0 \\
0 & 0 & L_1
\end{bmatrix}
\begin{bmatrix}
i_{t1c} \\
i_{t1b} \\
i_{t1a}
\end{bmatrix} +
\begin{bmatrix}
H & 0 & 0 \\
0 & H & 0 \\
0 & 0 & H
\end{bmatrix}
\begin{bmatrix}
i_{t1c} \\
i_{t1b} \\
i_{t1a}
\end{bmatrix} +
\begin{bmatrix}
l_{2a} \\
l_{2b} \\
l_{2c}
\end{bmatrix}
\]

(3)

(4)

where \(R_1\) and \(R_2\) are the stator and rotor resistances (Ohm), \(i_1\) and \(i_2\) are the three-phase currents from stator and rotor (Ampere), \(\psi_1\) and \(\psi_2\) are the three-phase voltages from stator and rotor (Volts), \(\psi_1\) and \(\psi_2\) are the flux from the stator and rotor (Weber), respectively.

The equations for the stator and rotor fluctus are given by (5) and (6).

\[
\psi_1 = L_1 i_1 + L_{12} i_2 = L_{12} (i_1 + i_2) + L_{12} i_2
\]

(5)

\[
\psi_2 = L_2 i_2 + L_{12} i_1 = L_{12} (i_1 + i_2) + L_{12} i_2
\]

(6)

\[
L_1 \text{ and } L_2 \text{ defined as }
\]

\[
L_1 = L_H + l_{11}, \quad L_2 = L_H + l_{22}.
\]

(7)
The variables \( L_1 \) and \( L_2 \) are the stator and rotor total inductances, respectively, \( L_{11} \) and \( L_{22} \) are the leakage inductances of the stator and rotor, respectively, and \( L_m \) is the magnetizing inductance. All the inductances are measured in Henry.

Based on the flux and current values computed in (2)–(6), the electromagnetic torque can be calculated by (8)

\[
m_d = -P\Psi^T_{m}\hat{K}I_1,
\]

where \( P \) is the number of poles pairs and \( K \) represents the transformation matrix for the unique referential, given by (9):

\[
\hat{K} = \frac{1}{\sqrt{3}} \begin{bmatrix}
0 & -1 & 1 \\
1 & 0 & -1 \\
-1 & 1 & 0
\end{bmatrix}
\]

To complete the model, the electromagnetic torque is inserted in the mechanical equation and is denoted by

\[
f \frac{d}{dt} \omega_{mec} = m_d - K_0\omega_{mec} - m_f
\]

where \( J \) is the inertia moment (kg m\(^2\)), \( \omega_{mec} \) is the motor speed (rad/s), \( m_f \) is the load torque (N m), \( m_d \) is the electromagnetic torque (N m) and \( K_0 \) is the friction coefficient. When the motor is at no-load operation and at constant speed, Eq. (10) can be simplified, allowing the calculation of the friction coefficient by

\[
K_0 = \frac{\omega_{mec}}{m_d}
\]

In this work, a series of no-load tests were performed for the parameters estimation, in order to identify the friction coefficient. Using the presented equations, it is possible to develop a state space model, in which the states are given by the currents and speed.

The DE algorithm, developed in this paper, is presented in Section 3. The optimization procedure acts as a function approximator, whose objective is to replace the parameters on the mathematical model by their estimated values and then compute the TIM speed and current curves. Such curves are then compared with the input signals, allowing an optimized approximation. Some applications of DE can be found in similar papers [19–22]. The DE algorithm presents several advantages in comparison to other heuristic algorithms such as robustness, since broad boundary values can be considered by the algorithm, and the inherent ability of escaping from local minima [25].

3. Differential evolution

Differential evolution (DE), developed by Storn and Price in 1995 [26], is an heuristic method, based on an iterative process, whose objective is to determine approximate solutions for combinatorial optimization problems [27]. Techniques based on DE the algorithm are known for being capable of returning feasible solutions for complex and large-scale problems with low computational costs [28], being considered more efficient than other heuristics.

In the present paper, the use of the DE algorithm to estimate the electrical parameters of the equivalent circuit, as well as the moment of inertia and the friction coefficient of the induction motor is proposed.

The DE is categorized as a population-based algorithm, since it deals with a set of possible solutions in order to find the desired solution. During the process, if such a solution is still not found, the population goes through a mutation process, followed by a crossover; as a consequence, the population tends to the desired solution.

The algorithm starts with the creation of an initial population, corresponding to the first set of solutions resultant from a random selection of individuals contained in a bounded search region. The fitness function of each solution is then calculated, which corresponds to the objective function to be minimized. Three or more individuals from the initial population are then randomly selected to undergo a mutation process (three individuals are used in this paper). In this step, the vectorial difference between the second and the third individual is determined and then multiplied by a weighting factor; the result is then added to the first individual, generating the first individual of the mutated population, as presented in Eq. (12):

\[
u_{i,G+1} = x_{r1,G} + F \cdot (x_{r3,G} - x_{r2,G})
\]

where \( v_{i,G+1} \) is the \( i \)th element of the mutated population, \( F \) is the weighting factor applied to the vectorial difference and \( x_{r1,G}, x_{r2,G} \) and \( x_{r3,G} \) are the chromosomes randomly chosen from the population prior to mutation.

After the mutation, the crossover step begins. During the crossover, the individuals of the initial population, named target vector, are combined with the mutated population. A random number between 0 and 1 is assigned to each chromosome element, both for the target vector and for the mutated population, and this number is compared to the crossover rate, which is also a value ranging from 0 to 1 corresponding to the crossover probability of an individual of a certain population. If the assigned value is lower than the crossover rate, then the gene of the mutated population is chosen, otherwise the target vector gene is selected.

Subsequently, the fitness values of the individuals resultant from the crossover operation are calculated and compared with their respective individuals on the target vector. Finally, a new selection stage is executed, where the best individual of each comparison will be part of the next generation. The process repeats until the stop criterion, defined a priori, is met. Fig. 1 presents a simplified flowchart of the DE process.
4. Methodology

The electrical and mechanical parameters of the TIM are essential not only for the efficiency analysis, but also for the development of appropriate controllers. In this sense, the search for robust parameters estimation methods with low computational cost is considerably interesting for scientific researches. The use of the DE algorithm for estimating such parameters is important to generate a computational alternative considered robust when compared to other approaches, since such optimization method allows the use of a broad search space, comprising parameters belonging to several power levels.

The motor parameters to be estimated are: stator and rotor resistances \( R_1 \) and \( R_2 \), stator and rotor leakage inductances \( L_{r1} \) and \( L_{r2} \), magnetizing inductance \( L_I \), moment of inertia \( J \) and friction coefficient \( K_f \). For this, we developed a function approximator algorithm using a differential evolution technique. The proposed algorithm is developed using MATLAB, which is a versatile and robust software that can be successfully used as an auxiliary simulation tool on several engineering areas, as presented, for instance, in [29–32].

4.1. Experimental structure

The input signals were obtained from an experimental testing using a 1-HP motor, 4 poles, 60 Hz and 220 V, connected in a Y configuration. The workbench, presented in Fig. 2, is designed for monitoring voltage, current, vibration, torque and speed of a three-phase induction motor. The signal conditioning of the Hall sensors allows the phase voltages and currents to be sent to the analogic inputs of the data acquisition board. The workbench contains an induction motor coupled to a Direct Current Generator (DCG) with 2 kW, 250 V of nominal field voltage and 250 V of nominal armature voltage, granting the acquisition of digital or analogical signals lower than 50 Nm and 7000 rpm. Fig. 3 illustrates the block diagram of the estimation process.

4.2. Parameters estimation

The main objective of the present paper is to estimate electrical and mechanical parameters of the induction motor, considering three different sets of inputs: (i) current signal of one phase with the speed measured by a tachogenerator, (ii) current signal of one phase with the speed measured by a torque meter, and (iii) just the current signal of one phase. Thus, it is possible to perform an analysis to verify the most suitable methodology for estimating the parameters. The speed was measured using two sensors with different resolutions, where the tachogenerator presents a higher resolution than the torque meter. The current phase chosen does not make difference for the experiments, since the machine is symmetric and fed with balanced voltages.

The DE algorithm is executed as an offline procedure. The first population is randomly generated, and different boundaries are established for each parameter to be estimated. Each chromosome corresponds to a vector containing the considered parameters. After the computation of the initial population, each parameter contained in the chromosome is applied to the motor dynamic model for the calculation of the current and speed signals associated with the chromosome. Such signals are then compared with the measured signals, allowing an evaluation of the quality of the corresponding parameters.

The fitness function, when only the current signal is used, is computed using the minimum square error shown in Eq. (13), where \( l_i \) and \( \hat{l}_i \) are the measured and the estimated current signals, respectively, and \( N \) is number of samples used in the fitness function.

\[
\text{fitness} = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{l_i - \hat{l}_i}{l_i} \right)^2
\]  

(13)

For the cases where the speeds were also used as inputs to the algorithm, the speed portion is added to the fitness function, as presented in (14), where \( \omega_i \) and \( \hat{\omega}_i \) are the measured and estimated speeds, respectively. Therefore, only one fitness function is considered for each case.

\[
\text{fitness} = \frac{1}{2N} \sum_{i=1}^{N} \left( \frac{l_i - \hat{l}_i}{l_i} \right)^2 + \left( \frac{\omega_i - \hat{\omega}_i}{\omega_i} \right)^2
\]  

(14)

The linear/non-linear least squares techniques are the most used approaches for curve fitting since they present good results, as shown in [33–35]. However, such techniques could require the use of weighting factors if the approximated quantities have different magnitudes and compound a unique objective function. In this work, the quantities in the objective function are normalized, avoiding the use of weighting factors, once we desire that both quantities have the same weight. As a consequence, the proposed technique has also yielded good results, and hence it is reasonable to assume the results are very close to the ones obtained from the aforementioned traditional techniques. Since the number \( N \) of signal samples and the amount of individuals influence the computational time of each iteration, some tests were performed to
Table 1
Parameters boundaries.

<table>
<thead>
<tr>
<th>$R_1$ (Ω)</th>
<th>$L_{r1}$ (mH)</th>
<th>$R_2$ (Ω)</th>
<th>$L_{r2}$ (mH)</th>
<th>$J$</th>
<th>$K_D$</th>
<th>$L_m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1 15]</td>
<td>[0.001 0.5]</td>
<td>[2 15]</td>
<td>[0.001 0.5]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2
Convergence data for all three input cases considered.

<table>
<thead>
<tr>
<th>Case</th>
<th>Generations</th>
<th>Time (min)</th>
<th>Best initial fitness</th>
<th>Best final fitness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>30</td>
<td>147.3</td>
<td>2.6371</td>
<td>0.002670</td>
</tr>
<tr>
<td>Case 2</td>
<td>28</td>
<td>137.5</td>
<td>2.5685</td>
<td>0.002124</td>
</tr>
<tr>
<td>Case 3</td>
<td>18</td>
<td>54.3</td>
<td>2.2712</td>
<td>0.002083</td>
</tr>
</tbody>
</table>

determine proper values for such parameters. After such tests, it was chosen a population with 15 individuals for all the experiments. The choice of the weighting factor and crossover rate, both ranging from 0 to 1, is also extremely important for the DE method. The higher the weighting factor, the lower the chance for the algorithm to stop in a local minimum. Therefore, initially the weighting factor is chosen to be close to 1 and, as the fitness function approximates to the desired value, the factor is reduced to a value close to 0, so the search is concentrated on the aimed region. In this paper, after numerous tests, the weighting factor was chosen to be initially equal to 0.8, decreasing to 0.2 when the final condition is attained. Concerning the crossover rate, a value of 0.5 is established to guarantee an equal probability of choosing either the target vector or the mutated vector. Since only one current is used, it is recommended to certify that the machine feeding is balanced, in order to reduce the uncertainties related to the estimated parameters. It is also important to perform the test without any load, to guarantee that the dynamic condition, which influences the mechanical parameters estimation, is not affected. However, if there is no possibility of performing a no-load test, it is important to know the torque applied to the machine.

All the tests have been performed in an Intel i7, 2.4 GHz, 8 GB RAM, Windows 8 64 bits, using Matlab 2013a.

5. Experimental results

The results are divided in two parts: induction motor parameters estimation and validation of the results. For the first part, three estimations were performed, each of which considering a different set of the input signals. The best results were used for the validation.

A broad search space was used for all the considered cases, as presented in Table 1, generating a high parametric uncertainty. On the other hand, the proposed strategy can estimate the parameters for motors with distinct power levels.

The three input cases considered are: phase A current and the speed measured from a tachogenerator (Case 1), phase A current and the speed measured from a torquemeter (Case 2), and only the phase A current (Case 3). The stopping criterion established for all cases is a fitness value lower than 0.003, since prior experiments have shown that, when such is attained, the error between the estimated and experimental curves is lower than 5%, mainly on steady state, both for the speed and current signals. A second stopping criterion adopted is the maximum number of generations, in order to limit the processing time of the algorithm. In this paper, it is defined a maximum of 50 generations, however such maximum has not been reached in the performed simulations. Table 2 presents the convergence data for each considered case.

The use of the three experiments allowed for the comparison of the obtained results, as well as for the verification of the necessity of using the speed signal for parameter estimation. It is important to highlight that all the input signals were generated in the same experimental setting, guaranteeing a proper comparison of the estimation methods.

Fig. 4. Comparison of the estimated and experimental currents.

Fig. 5. Comparison of the estimated and experimental speeds, measured by the tachogenerator.
Fig. 6. Comparison of the estimated and experimental speeds, measured by the torquemeter.

Table 4
Parameters estimated from the phase A current and from the speed measured by the torquemeter. The resistances are given in Ω, and the inductances, in mH.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$R_1$</th>
<th>$L_{r1}$</th>
<th>$R_2$</th>
<th>$L_{r2}$</th>
<th>$J$</th>
<th>$K_0$</th>
<th>$L_m$</th>
<th>Fitness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result</td>
<td>3.1753</td>
<td>0.0405</td>
<td>5.6995</td>
<td>0.0053</td>
<td>0.0281</td>
<td>0.0013</td>
<td>0.5012</td>
<td>0.002124</td>
</tr>
</tbody>
</table>

5.1. Three-phase induction motor parameter estimation

5.1.1. Case 1: Phase A current and the speed measured from a tachogenerator

The best fitness results are shown in Table 3. Figs. 4–6 present, respectively, both the estimated and the experimental phase A current, as well as the speed signals measured using the tachogenerator and the torquemeter, compared with the computed estimated value.

From Fig. 4, it is possible to verify the similar behavior of both currents. It is also possible to verify, on the transient, a difference of 0.47% between the experimental and estimated curves. Concerning the steady state of the speed curves, there is a difference of 0.05% between the experimental and estimated data, both using the torquemeter and the tachogenerator.

5.1.2. Case 2: Phase A current and the speed measured from a torquemeter

For the second case, the speed is measured using the optical encoder in the torquemeter. The resolution of such sensor is lower when compared to the tachogenerator, justifying the divergent behavior observed on the transient signals.

Table 4 presents the computed results with the best fitness. Fig. 7 presents a comparison of the estimated and experimental phase A currents, and Figs. 8 and 9 present the comparison of the measured speeds, both using the tachogenerator and the torquemeter, and their estimated values.

A comparison between the presented methods shows that both yielded good results. Analysing the results from the second method, one can see that the error between the estimated and experimental currents was approximately 3% during the transient and, for the steady state speed, the percentual difference was 0.15%.

5.1.3. Case 3: Input signal – phase A current

In order to verify the importance of the speed signal in the parameter estimation procedure, only the phase A current signal is used as input for the third case. Table 5 presents the results obtained with the best fitness values. Fig. 10 displays a comparison between
Table 5
Parameters estimated from the phase A current. The resistances are given in Ω, and the inductances, in mH.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$R_1$</th>
<th>$L_{a1}$</th>
<th>$R_2$</th>
<th>$L_{a2}$</th>
<th>$J$</th>
<th>$K_0$</th>
<th>$L_{t1}$</th>
<th>Fitness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result</td>
<td>5.0798</td>
<td>0.0311</td>
<td>4.2047</td>
<td>0.0202</td>
<td>0.0216</td>
<td>0.0002</td>
<td>0.4705</td>
<td>0.002083</td>
</tr>
</tbody>
</table>

![Fig. 10. Comparison of the estimated and experimental currents.](image1)

![Fig. 11. Comparison of the estimated and experimental speeds, measured by the tachogenerator.](image2)

![Fig. 12. Comparison of the estimated and experimental speeds, measured by the torquemeter.](image3)

![Fig. 13. Validation of the method using the phase A current and the speed measured from the tachogenerator as an input signal.](image4)

the estimated and the experimental current signals. Although no speed sensor was used for the estimation, Figs. 11 and 12 present the speed measured by the tachogenerator and by the torquemeter, respectively, along with the estimated speed, allowing for an evaluation of the estimation efficiency using only the current signal.

After performing an analysis of the speed signals, one can note a difference between the generated and the measured signals during the transient, which occurs due to the different resolutions of the speed sensors. If only the current signal is used as input, the difference between the estimated and experimental speeds is approximately 0.5%. Moreover, in this case, the interferences in the speed data acquisition have no influence on the parameters estimation method proposed in this paper. Note also that the difference between the estimated and the experimental steady state currents is also approximately 0.5%.

5.2 Validation

For the validation of the proposed method, an input load test was performed. Initially, the motor torque was given by 0.5 Nm, provided by the direct current motor coupled by the shaft to the induction motor; after a period of 3.5 s, a torque of 2.3 Nm was then applied. The first validation was with Case 1, which is the estimation using the phase A current and the speed measured from a tachogenerator, and the result is presented in Fig. 13. The difference between the experimental and the estimated signal at steady state was about 9%, which is considered satisfactory.

The second validation was performed with Case 2, which consists of using the phase A current and the speed measured by the torquemeter as input signals of the DE algorithm. The validation is presented in Fig. 14. Note that the steady state error, with a load, corresponds to 6%, indicating that the use of the torquemeter optical encoder, even with lower resolution, yields a similar estimation when compared to the measurement with the tachogenerator.

The last validation, presented in Fig. 15, was performed for Case 3, using only the phase A current as input signal. For this case, the percentage error between the estimated and computed signals, also at steady state with load, is given by 0.13%.
Fig. 14. Validation of the method using the phase A current and the speed measured from the torquemeter as an input signal.

Fig. 15. Validation of the method using the phase A current as an input signal.

Through a comparative analysis of the three validation processes, it can be observed that Case 3, which used only the current signal, presents a lower percentage error during the validation, at steady state, when compared to other situations. Additionally, the linear model developed and presented in this paper disregards nonlinearities, such as skin effect and electromagnetic saturation. As a consequence, discrepancies between the measured data and those obtained through simulations can be observed during the transient. However, once the steady state is attained, one can verify the similarity of the computational model compared to the experimental measurements. In particular, it is important to highlight the information presented in Fig. 15 as one of the contributions of the paper, which considers the curve estimated with the phase A current as input signal of the proposed system at steady state. Still, the authors applied a low frequency load step to test the robustness of the method when the machine is subject to torque disturbances. According to Figs. 13–15, it can be verified that the parameters estimated from the proposed method reproduce the machine behavior assessed through experimental tests.

The following section presents a comparison between Case 3 of the present paper with other similar papers in the literature.

5.3. Comparison of results

A comparative analysis of the results obtained from Case 3 of the proposed paper, and of other works in the literature, is performed in the sequence. Table 6 presents a comparison of the parameters estimated, as well as the input signals used, in three other papers [17–19], which are based on the implementation of the PSO, GA and DE optimization methods.

The main advantage of the proposed work, when compared to [17–19], is the use of only one current signal for parameter estimation. Furthermore, seven parameters of the induction motor are estimated.

The method presented in [18] is similar to the technique proposed in this paper, with the difference that the compared method uses the voltage as input signal, and no validation is performed to certify the performance.

6. Conclusion

A method for parameters estimation of a three-phase induction motor, using a DE algorithm, is proposed in this paper. The method consists of using the DE algorithm to estimated the parameters by minimizing the difference between the measured signals and the outputs of a linear model for the motor. Three experiments were then performed in order to compare the quality of the parameter estimation when considering different signals and sensors. Analyzing the results, a small variation among the values resultant from the three types of experiment used can be observed.

The strategies that included the speed in the input signal were developed to properly analyze the technique that only considers the current for input signal. It was not necessary to use the speed information to estimate the parameters, whose measurement requires more sophisticated sensors.

Through the analysis performed in the validation section, it is clear that the best result was the estimation using only the current as input signal, where the difference between the experimental and estimated torque was of 0.13%, at steady state.

It is also important to highlight that the DE algorithm presents the advantage related to the search space. In this paper, a broad range of each parameter was considered; nevertheless, the convergence of the algorithm was satisfactory, attesting the robustness of the method.
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