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Abstract

This paper presents an instance-based algorithm allowing exploration of large medical dataset by making pairwise connection
between patients. In our metric-free method, each individual in a dataset ranks every member of the dataset. By aggregating these
ranks, it is then possible to visualize data according to typical individuals representing subsets of closely-related patients. The paper
also describes a visualization tool allowing exploration of a database of diabetic patients. This prototype of a recommendation
system implements the aforementioned algorithm to enrich data, structure patients, create associations between individuals and
provide recommendations.
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1. Introduction

As electronic health records and wearable sensors become more widespread, medical datasets tend to be larger and
call for specific methods of exploration. These datasets come with inherent problems : they contain high-dimensional
data1 which can be heterogeneous and unstructured, often including missing values. With such amount of available
data, doctors need assistance to find relevant patients. They rely on recommendation systems to browse2,3, explore
and manipulate records, allowing them to find links between similar patients. Despite machine learning applications
to medical data showing promising results4, use of traditional approaches does not exactly fit the clinical context5.
These approaches tend to generalize and exclude outliers, algorithms need to be trained and most solutions prove
to be "black boxes" that reduce interpretability6,7. While they perform well when trying to predict diseases, those
algorithms are not suitable when trying to understand the same diseases and study atypical patients without heavily
relying on domain expertise. The purpose of this paper is to provide a method able to structure elements of a dataset
by creating associations between them. The resulting structure enriches data with measures of representativeness8,
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and is a way to visualize typical individuals or similar patients in a medical database. The proposed algorithm is
instance-based, as to avoid overgeneralization. It is also a mean of simulating the reasoning of doctors faced with new
patients : they match new individuals with past cases they encountered. Another advantage of this method is the ease
with which a user can express constraints on the association rules between elements, making it a customizable tool.
The main component of our method is an election algorithm where individuals attribute a score to every member of
the dataset, in order to determine the most representative individuals across the population (this concept is close to
class prototypes, but does not need any prior clustering step on the dataset9). By using different functions to calculate
the score of each individual, the output structure can easily be modified.

This contribution is divided into the following sections : first we share some background related to our work,
the problems we tackle and the data we use to illustrate this article. The second section focuses on concepts and
algorithms that enrich data and create recommendations. The following section describes in details the visualization
and exploration tool we built using the aforementioned algorithms. This paper ends with a discussion and presentation
of future related works.

2. Problem and dataset

As we mentioned previously, deep learning and traditional approaches does not fully meet our criteria. Firstly,
predicting the occurence of a disease does not necessarily help to understand its origin. By matching the studied
patient with other closely-related and similar individuals, it becomes easier for a doctor to picture the evolution of the
patient’s condition. In addition, our aim is to stay as close as possible to the way doctors analyze medical records
: they rely on their experience to associate similar patients, and use their knowledge of those patients to treat a new
individual. The objective of the proposed method is to help doctors to enhance their knowledge by automatically
suggesting similar patients and allowing to visualize all the gathered data on those same patients. Our goal is to use
the way medical staff analyze patients records and apply it to the large clinical datasets hospitals gather. To do this,
the tools we develop should favor emergence of new hypothesis and extraction of original and relevant associations
and patterns.

The dataset we are working on is extracted from shared electronic medical records of diabetic patients. These
anonymized data come from the database of a regional health network : CARéDIAB. Using these records calls for a lot
of preprocessing, such as merging redundant records, inferring missing values and fixing incorrect values. Moreover,
the study focusing on complications related to diabetes, the dataset needs to be filtered and curated. Once this is done,
the resulting dataset contains information on 28073 medical procedures associated to 93 medical tests, involving 1437
patients.

3. Exploring data through visualization and recommendation

Based on social choice theory, the proposed algorithm combine individual preferences in a "representativeness
score" given to each entity. Patients will then explore their neighborhood and choose the neighbor with the highest
score as their representative. Multiple individuals with the same representative will therefore be closely-related pa-
tients. Concept of representativeness, as used in this work, was established in a previous paper. In order to stay close
to how doctors reason, the method presented in this section does not make any assumption regarding a number of
classes in which patients are divided, and does not penalize nor exclude patients based on their euclidian distance in
relation to the rest of the dataset.

3.1. Workflow

In order to assist doctors in diagnosing their patients, we aim to deliver a full framework for a recommendation
system oriented toward clinical data. The workflow of this tool is described in Fig. 1. This paper focuses on the
structuring step, and the algorithm is detailed in the next subsection, along with examples using synthetic and real
datasets.

The filtering phase of the process was covered in a previous work. Most of the filtering consists in homogenizing
input data into a structure akin to a relational database. To achieve this, multiple snapshots of a patient health status
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Fig. 1. Workflow of the various steps included in our prototype of a recommendation system.

across several years are gathered and merged together in time series. This step, of course, will greatly vary depending
on how input data are structured, but its goal is to store knowledge in a practical form.

Taking the user feedback into account, while not yet implemented in our prototype, is a key element to the process.
If users can rate an association between patients as "meaningful" or "incorrect", this can be used to guide the structur-
ing process in order to deliver better recommendations. Feedback can influence structuring in multiple ways, such as
weighting each dimension to give more importance to specific criteria, or using a veto to specify particular dimensions
that should not be taken into account when matching individuals. Implementing user feedback regarding the proposed
recommendations allows users to train the system and guide it toward improved and more accurate results.

3.2. Algorithm

The whole dataset is structured according to the Degree of Representativeness (DoR). The DoR acts as a measure
of importance for each object in the set, and determines to what extent this object can be an exemplar. It is computed
by aggregating scores given by every member of the dataset, on each dimension. The algorithm detailed below is
illustrated by Fig. 2

Let Ω be a set of n elements in a multidimensional space. This n elements are called objects, and consist of D
qualitative or quantitative features.
Let us define the ranks needed to compute the DoR of each object. For each of the D dimensions, we compute
a dissimilarity matrix for the given dimension. Each object then ranks every object according to their similarity,
resulting in a rank matrix. This is done for each of the D dimensions.
Let us transform these ranks into scores. Let x be an object of Ω : x assigns a relative score S cxD to all objects of Ω
for dimension D. The score S cxD relative to x can be any arbitrary function, but in this paper it will be defined by :

∀y ∈ Ω, S cxD(y) = n − RkxD(y) (1)

where RkxD(y) is the rank of an object y relative to x on dimension D. Computing all relative scores, each object x
receives n ∗ D scores, corresponding to the votes of all n objects of Ω on all D dimensions. All these n ∗ D relative
scores are aggregated to define the DoR of x. The aggregate score is defined by:
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Fig. 2. Structuring data according to individual preferences, following the Degree of Representativeness.

DoR : Ω → R+
x �→ Aggreg∀y∈Ω(S cyD(x)) (2)

In this paper, the aggregation function is the sum function.
Let us define k as a scale factor allowing control over the number of exemplars. Using the k-neighborhood based on
Euclidian distance, each object is linked with the neighbor having the highest DoR. With Nk(x) the set of k nearest
objects of x, the links are defined by :

∀x ∈ Ω, x �→ y = argmaxz∈Nk(x)DoR(z) (3)

Each object is linked to the most representative object in its neighborhood, and the scale factor k defines the size of
the considered neighborhood, thus creating a few very representative exemplars (with a high value for k) or a lot of
exemplars that closely match objects they represent (with a low value for k).

To illustrate the aforementioned algorithm, we can use Iris, a well known dataset. Fig. 3 (a) shows the structuring
of the dataset for a scale factor of k = 5, resulting in many exemplars. Each exemplar is very similar to the individuals
it represents : this is the configuration that will be used in a recommendation system. Like we can see on Fig. 3 (b),
the number of exemplars decreases as the scale factor increases (k = 15). This configuration is useful to summarize
a population with only a handful of key individuals, and proves to be an asset when exploring an unknown dataset.
For a given scale factor, some nodes link to themselves as an exemplar : they become fewer as the scale factor is
increased, eventually leaving only one node linking to itself for a scale factor equal to the size of population (k = n).
While increasing the scale factor from 1 to n, the more iterations an individual links to itself, the more atypical it is.
When applied to the CARéDIAB dataset in the context of a recommendation system, our method gives the structure
illustrated on Fig. 4. To obtain this result, for each patient we extracted data regarding medical complications related
to diabetes and a time series representing the evolution of glycated hemoglobin levels (HbA1c). We then created ten
quantitative indicators from this time series : the resulting dataset contains 256 individuals and 10 features.

4. Application to a visualization tool

We designed a prototype tool implementing the steps described in Fig. 1. We are currently able to automate both
the filtering and structuring of a dataset, leading to an effective medical recommendation system. Our next milestone
is to gather user feedback for each proposed recommendation and automatically use it to refine the similarity graph,
resulting in more appropriate and customizable matching between entities. The final prototype will then be deployed
for testing in a clinical environment. Once used by doctors and experts, usage of the tool and quality of the results
will be surveyed in order to improve our algorithm and optimize the prototype.
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Fig. 3. Application to Iris dataset : (a) scale factor of 5, giving 49 exemplars ; (b) scale factor of 15, giving 22 exemplars.

Fig. 4. Association graph representing the CARéDIAB dataset : scale factor of 5, giving 77 exemplars.

4.1. Technical choices

The prototype tool was built from the ground up using R10. Having no license restrictions and being platform
agnostic, R imposed itself as the language of choice to test our recommendation algorithm and easily distribute it.
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Fig. 5. (a) Patient summary; (b) Evolution of blood glucose over ten years.

The vast R ecosystem provides a handful of data management and visualization packages used for data filtering
and rendering. We used Rstudio’s Shiny11 and Shinydashboard 12 packages to turn our early prototype into a full-
fledged and modern web application. This ensures that we can easily deploy our recommendation system on a distant
server and let medical experts use it with only a web browser and no required installation. Doctors can also use
it on smartphone or tablet when visiting patients, providing a unique solution in any context. Being able to host
the server ourselves and letting medical experts rely on a web client gives us the opportunity to update the tool and
adapt the structuring algorithm with minimal downtimes. In addition to facilitating maintenance and deployment of
new versions, logs can be collected and analyzed to review the relevance of each recommendation, and wether users
deemed it appropriate or not. If needed, the prototype can be deployed on any other server using Docker. Keeping
track of multiple versions and upgrading a server is thus simple, the process only requiring a new Docker image.

4.2. Interface and user interaction

The tool’s interface is divided in three distinct parts. The first one focuses on management of the dataset. It is used
to upload a dataset containing medical records and filter individuals based on the desired values. Doctors can restrict
the population to match arbitrary criteria, ensuring that the working dataset is relevant to the patient currently being
investigated. A table offers a summary of the filtered dataset, along with the possibility to export it for later use.

Once the filtering step is over, users can access detailed information on each patient. In the case of the CARéDIAB
dataset, a dashboard sums up various indicators regarding blood glucose levels and diabetes follow-up as seen in
Fig. 5 (a). As illustrated in Fig. 5 (b), glycated hemoglobin level is also available through a timeline that includes any
diabetes-related complications the patient suffered.

The main focus of this prototype is to enrich data to create recommendations for medical experts. The user can
change, at any time, the size of the neighborhood considered during the structuring step, dynamically adapting rec-
ommendations toward patients closely-related to the currently examined patient, or more general exemplars. Once
the neighborhood criterion is set, the patient summary will include the representative of this individual according to
our structuring algorithm. It will also include any other individuals that elected the current patient as their represen-
tative. A recommendation graph (Fig. 6) display the output structure of our algorithm as a graph, where each patient
is represented by a node, and each node is linked to its representative individual. Using this graph, it becomes easy to
browse several related medical records, inspecting any patient the user deems noteworthy.
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Fig. 6. Recommendation graph created with our algorithm : each patient is linked to its representative.

5. Conclusion and future works

Social choice theory can be used as an effective way to enrich data, in order to create a recommendation system.
The algorithm used to structure patients according to their similarity is simple and effective, in addition to being
scalable. It provides a transparent and understandable framework for medical experts to manipulate and explore
medical records, and proves to be a customizable tool : each user can emphasize specific features and similarity
criteria that should be favored during the structuring step. We presented a first prototype that is currently being tested
and reviewed by doctors. This web application use the aforementioned algorithm as a way to link closely-related
patients together, suggesting other similar medical records to the user, thus creating a framework to manipulate and
explore large datasets with thousands of individuals. Future works will consider a way to automatically gather user
feedback regarding recommendations to gradually improve the weighting of features, refining the recommendations
as the user manipulate the dataset. To create a seamless experience, users will be solicited in an unobtrusive way using
"like" and "dislike" buttons for each recommendation. Their feedback will be used as an input for the algorithm to
adapt the influence of each feature during the structuring step.
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