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This work addresses the real-time optimization of take-off and landing operations at a busy terminal
control area in case of traffic congestion. Terminal areas are becoming the bottleneck of the entire air
traffic control system, in particular in the major European airports, where there is a limited possibility to
build new infrastructure. The real-time problem of effectively managing aircraft operations is particularly
challenging, since it is necessary to incorporate the safety regulations into the optimization model and to
consider numerous performance indicators that are important to compute good quality solutions.
However, in practice there is no well-recognized objective function and traffic controllers often use
simple scheduling rules. In this paper, mixed integer linear programming formulations are proposed to
investigate the trade-off between various performance indicators of practical interest, while taking into
account the safety constraints with a high modeling precision. Experiments are performed for the two
major Italian airports, Milano Malpensa and Roma Fiumicino, by simulating various sets of random
landing and take-off aircraft disturbances. Practical-size instances are solved to (near)optimality via a
commercial solver. The optimized solutions are also compared with a commonly used scheduling rule. A
comprehensive computational analysis makes possible the selection of those solutions that are able to
find a good compromise among the various indicators and, consequently, the investigation of the most
representative formulation.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

The ever growing demand of air transport is increasing the
pressure on air traffic controllers, since air traffic in peak hours is
getting closer to the capacity of the Terminal Control Area (TCA), at
least in the major European airports where there is limited pos-
sibility of creating new infrastructure. Aviation authorities are thus
seeking optimization methods to better use the available infra-
structure [4,5,21,27,45]. However, the development and the
implementation of effective optimization methods for such
operational problems require the consideration of a number of
aspects that are rarely taken into account simultaneously in the
related scheduling theory:

e The optimization model should be able to incorporate all
detailed information that is compliant with the safety regula-
tions of the TCA, including information which is not relevant for
the air traffic flow management in large networks with multiple
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airports and is therefore neglected in macroscopic models
[17,22,48]. In most of the macroscopic models, the character-
istics of the airport infrastructure are drastically simplified and
the flight paths are aggregated, so that potential conflicts
between single aircraft may not be visible, at least at the level
of runways, ground and air segments of the TCA. A potential
conflict occurs whenever aircraft traversing the same resource
do not respect the minimum required safety distance.

® The time available for developing a new schedule of take-off
and landing aircraft in the TCA can be very limited, since a
computerized scheduler should be able to promptly react to any
significant change occurring during operations.

® To a large extent, air traffic control operations and related issues
are still scheduled by human controllers, who develop feasible
aircraft schedules in the TCA based on their past experience,
intuition and some scheduling rules without using any formally
defined performance indicator. Recently, the push from SESAR
and for CDM compliance [36] is making this less common
though and airports have at least some automated support
systems for some of the operations. For example, different
commercial arrival manager systems are used at various air-
ports [42,74]. However, the controllers usually have to fine tune
the arrivals sequencing coming out of the systems themselves at
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the moment, since these systems do not usually (fully) take into
account the fine details of the aircraft movement required to
land in the correct order. Furthermore, we believe that further
automated support is required in order to compute alternative
(near)optimal ASP solutions and evaluate them in terms of a
number of performance indicators in a short-term. In fact, the
existing arrival manager systems incorporate various perfor-
mance indicators that need to be fine tuned across all airports.
The lack of a generally recognized performance indicator to
optimize places importance on the definition of acceptable
objective functions. The quality of scheduling aircraft in the
TCA typically involves several performance indices reflecting
the interests of the different actors involved in air traffic
management, such as the aircraft punctuality, the utilization
level of airport resources, the costs incurred by different airline
companies in terms of delays, broken flight connections and
energy consumption, and so on. All these indices should be
taken into account in the schedule development phase.

This paper addresses the first item by developing mixed integer
linear programming (MILP) formulations, that take into account
the relevant TCA safety aspects and various performance indica-
tors with a high level of detail. As shown in the survey of Bennell
et al. [18], the aircraft scheduling literature presents numerous
models of the independent runway sequencing problem. This
problem is modelled as a single machine scheduling problem. A
natural way to model and solve a more accurate and extended
aircraft scheduling problem with interdependent runways and air
segments of the TCA is via job shop scheduling. The latter type of
modelling approach permits to consider the airspace interactions
between aircraft in order to compute better quality aircraft sche-
duling solutions in terms of delay management and traffic flow
coordination in the TCA.

The MILP formulations proposed in this paper can be con-
sidered as a generalization of existing job shop scheduling models
with blocking (no-store), no-wait and other additional constraints.
These models are known under the name generalized disjunctive
graph or alternative graph. Previous research on those job shop
scheduling models has been successfully applied to model and
solve complex benchmark instances on job shop scheduling
[39,55-57,62], railway traffic management problems [25,50,52],
and air traffic management problems [20,27,28,65,66].

The second item suggests that optimization models with a
single objective function are more suitable than multi-objective
approaches, since more efficient tools are available to solve these
problems. This is also the most common choice in the literature
(see, e.g., the reviews in [14,18,24,46,48,61]).

The present paper investigates MILP formulations with single
objective functions in order to find a good compromise among the
different indices listed in the third item. Specifically, we observe
that aircraft typically flies at constant speed in the TCA and that at
constant speed the energy consumption is almost proportional to
the flying time. We use the aircraft flow time as a surrogate of the
energy consumption. Also, we adopt makespan-like objective
functions in order to minimize the maximum completion time (i.e.
the arrival time of the last aircraft), as a common surrogate for the
throughput maximization, or the maximum tardiness (i.e. the
largest aircraft delay). Moreover, we implicitly take into account
the minimization of broken flight connections by minimizing the
number of aircraft delayed more than a given threshold. All per-
formance indicators can be measured in terms of aircraft arrival
times at the entrance of the TCA and at the runways.

The aircraft scheduling problem (ASP), we deal with in this
paper, can be summarized as follows. Given a set of landing/take-
off aircraft and for each aircraft its path in the TCA, its current
position, its scheduled runway occupancy time and the required

time window to accomplish the arriving/departing procedures, the
ASP is to assign the start time to each aircraft in all the resources it
crosses in its path in such a way that all the potential conflict
situations between aircraft are solved (at a microscopic level) and
a suitable objective function is minimized.

This work follows the approach of Bianco et al. [20], based on
the no-wait version of the job shop scheduling problem. However,
this paper is based on the alternative graph model introduced by
Mascis and Pacciarelli [55], that is able to model the ASP with an
increased level of detail. The higher modeling precision includes
further relevant TCA aspects such as holding circles, waiting in
flight before landing, traveling in feasible time windows, hosting
multiple aircraft simultaneously in air segments and individual
aircraft simultaneously in runways. Previous works based on the
alternative graph model of the ASP have been proposed recently
[26-28,65,66]. D'Ariano et al. [26,28] deal with the development of
a branch and bound algorithm for the ASP. D'Ariano et al. [27]
extend the ASP to a routing and scheduling problem and solve it
with a tabu search algorithm. Sama et al. [65,66] develop a rolling
horizon approach for the original and extended ASP. However, all
these works deal with the minimization of a makespan-like
objective function.

The contribution of this work is to generalize the work done on
the ASP modelled via alternative graphs. We investigate micro-
scopic MILP formulations of the ASP with different objective
functions and examine the differences between the ASP solutions
in terms of various performance indicators. As far as we know, the
proposed formulations increase the level of detail regarding the
modeling of the constraints in the airspace nearby the TCA com-
pared to the existing models, and permit to deal with any kind of
objective function and constraint. We believe that the investiga-
tion of a suitable formulation of the ASP, that takes into account
several performance indicators and models the constraints with
high precision, is still an open problem in the related literature.

A computational study is presented for assessing the practical
applicability of the proposed formulations. The ASP solutions are
analyzed from the viewpoint of the above described performance
indicators and trade-off between them, while previous research
often focuses on a single performance indicator, with a myopic
view in terms of other possible performance indicators. A proce-
dure is proposed to develop a combined formulation with a good
trade-off performance on several indicators.

The experiments have been carried out on the main Italian
airports in terms of passenger flows: Roma Fiumicino (FCO) and
Milano Malpensa (MXP). Regarding the air traffic disturbances, 40
randomly delayed scenarios are considered for practical-size
instances. The resulting problems are solved with a commercial
solver to (near)optimality for each ASP formulation. The optimized
solutions are also compared with the solutions computed by a
practical scheduling rule.

Section 2 reviews the literature most relevant for this work.
Section 3 formally describes the modelling of specific ASP con-
straints. Section 4 presents the mathematical formulations. Section 5
reports the experiments conducted on the FCO and MXP instances.
Section 6 summarizes the paper results and outlines future research
directions. Two appendices illustrate the alternative graph modeling
and solving for a numerical ASP example.

2. Literature review

This section briefly reviews recent papers on some aspects of
the air traffic flow management (ATFM) problem. We present
various ATFM literature classifications and discuss our contribu-
tion. A more general discussion of the existing literature can be
found e.g. in [1,14,18,24,33,46,48,61].
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A first classification of the ATFM literature is based on the
following two basic categories: the traffic control between airports
(see e.g. [17,21,22]) and the traffic control in the TCA of an indi-
vidual airport (see e.g. [20,26,37,45,51]). For the former category,
macroscopic models for large networks with multiple airports and
aggregated flight paths are often adopted. For the latter category,
microscopic models are proposed with identification and resolu-
tion of potential aircraft conflicts at the level of ground and air
resources. This paper deals with the development of microscopic
models for the resolution of potential conflicts in the TCA.

A second classification is based on the type of information.
When dealing with static information (see e.g. [26,28,34,63]), the
position and the speed of all aircraft are known in the traffic
prediction. The case with dynamic information (see e.g.
[15,43,65,75]) requires the computation of an aircraft schedule
every time a new incoming aircraft is known. This paper studies an
ASP based on static information, since all the data are known
before the optimizer starts the computation of the ASP solution.
However, this approach can be inserted in a dynamic system that
iteratively solves an ASP problem with static information (see e.g.
[65,66]).

A third classification is based on the algorithmic approaches.
Among the heuristic approaches, fast heuristics are proposed in
[27,28,34,60]. Exact procedures can be found in [26,28,34,35]. This
paper does not focus on the investigation of new ASP algorithmic
approaches or mathematical properties. We are interested in the
comparison of (near)optimal ASP solutions in terms of several
performance indicators. In order to compute a (near)optimal
solution for each performance indicator, we use a specific MILP
formulation and a general MILP solver.

We now present a detailed review of some literature most
related to our work, with specific reference to the different choice
of the objective functions and constraints in the formulations. We
organize the discussion based on the type of problem studied.

Allahverdi et al. [3] and Ball et al. [11] present a detailed
panoramic of different solving approaches and objective functions
used in the aircraft scheduling literature. In particular, the main
objective functions discussed are the minimization of delays and
costs. In fact, the costs are often calculated based on the deviation
from the nominal schedule, i.e., in terms of aircraft delays.

In the arrival scheduling literature, Hu et al. [43]| minimize the
sum of the difference between the predicted and the allocated
landing times of each aircraft. Eun et al. [35] try to limit the aircraft
delays and the deviation from the estimated arrival time, by taking
into account airline preferences. Ernst et al. [34]| measure the cost
associated with the deviation from the preferred aircraft landing
time. Beasley et al. [15,16] study an aircraft displacement problem
and consider the cost of a solution adjustment procedure where, if
an aircraft is further delayed with respect to an initial solution, an
additional penalty has to be paid. Solveling et al. [73], instead,
include in the cost function the environmental impact, in terms of
fuel and CO, emissions, when there are deviations from the
nominal schedule. Soomer and Franx [72] combine cost functions
declared by the airlines for each aircraft typology and rescale
them, making the resulting solution fair.

Artiouchine et al. [6] assign landing times to aircraft for a single
runway by minimizing the use of holding patterns or by max-
imizing the minimum time elapsed between two consecutive
landings. Hu and Di Paolo [44] also consider two objective func-
tions: the minimization of the total airborne delay of all aircraft
and the maximum length of all arrival queues. The first objective
function emphasizes the operating cost of airlines, while the sec-
ond objective function focuses more on the efficiency of using
airport capacity. Sabar and Kendall [64] minimize the total landing
deviations from a desired landing time.

Other works on the landing and runway scheduling problems
aim to maximize the use of airport capacity (i.e., the throughput).
Bianco et al. [19,20] adopt the minimization of the maximum
completion time for the throughput maximization, as previously
described in Psaraftis [63]. Balakrishnan and Chandran [10] also
adopted this objective function and discussed its practical impor-
tance in order to manage runway sequencing problems at major U.
S.A. airports. Furthermore, they compare it with the minimization
of the maximum aircraft delay and of the sum of aircraft delays.

In the departure scheduling literature, Marin [54] models the
taxi planning problem as a multicommodity flow network pro-
blem with link capacities and minimizes total routing time for all
the flights. Atkin et al. [7] focus on the development of an auto-
mated advisory system to help the runway controller to increase
the throughput of the departure runway and to reduce the aircraft
delay without negatively affecting safety and other feasibility
constraints on the aircraft reordering. A weighted sum of delay,
penalty and cost factors is minimized. The various factors in the
objective function have an ordered degree of importance. Atkin
et al. [8] present an improved automated advisory system in which
further aspects of the take-off runway scheduling problem are
taken into account, including a consideration of taxiway capacity
congestion and some measure of the equity of delay. Atkin et al.
[9] propose another objective function based on the minimization
of a weighted sum of aircraft delays, equity of delay (division of
the delay between aircraft), and take-off time re-negotiations.
Clare and Richards [23] minimize a weighted combination of the
total taxi time, the largest taxi time and the total taxi distance for a
combined taxi and runway scheduling problem.

Another stream of research focuses on the development of a
ground delay program. Kotynek and Richetta [47] define the main
objective of a ground delay program as delaying aircraft before
they depart from their origin airports, in case of a reduced landing
capacity at the airport of destination. Several authors address the
minimization of a weighted combination of ground delays and
equity measures [12,13,38,47,58]. A common equity consideration
is to generate tactical aircraft schedules via a first scheduled, first
served rule, since the inequity is often measured as a deviation
from an ideal (equitable) schedule. A more complex definition of
the goal of a ground delay program is proposed in other works
[49,53], including considerations of airline fuel costs, air traffic
controller workloads, and passenger comfort, safety and equity.

We next discuss further multi-objective approaches for coor-
dinating ATFM decisions. Sherali et al. [69] introduce an MILP
formulation to generate flight-plans that satisfy various equity,
workload, and safety considerations under different airspace sce-
narios. The considerations of the performance indicators are
implemented via the addition of specific constraints and objective
function components. In particular, they define equity measures
that minimize the spread as well as the maximum measure of
effectiveness over the airline carriers. Sherali et al. [70] present a
definition of equity that takes better account of the distribution of
individual airline schedule costs. Sherali et al. [71] perform sen-
sitivity analysis of various scenarios and model parameters,
including a study of the different weights of the objective function.
Sherali et al. [68] minimize another weighted objective function
with consideration of total system fuel, delay, and cancellation
costs. Different equity considerations are introduced based on fuel
and delay costs. Grushka-Cockayne et al. [40] present a multi-
stakeholder, multicriteria decision-making framework for Euro-
control in order to maximize an overall performance score,
weighted by the stakeholders' importance weights. Andreatta
et al. [5] study the trade-off between airborne holding delay and
ground delay. Their objective function is the minimization of a
weighted sum of the number of flights with an airborne holding or
ground delay. Aktiirk et al. [2] propose a conic quadratic
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optimization approach to solve an aircraft recovery problem with
minimization of the fuel consumption and the aircraft delay.

Most of the literature is based on a simplified model of the TCA.
We believe that this paper is a step forward in the definition of a
flexible microscopic formulation for the ASP in the TCA, that is
able to take into account different performance indicators, either
in the objective function or in the set of constraints. Our work is
complementary to the work done in the departure/take-off
sequencing literature. We use a detailed modeling of inter-aircraft
separation rules for arrival and departure aircraft. However, our
work does not deal with the detailed management of ground
movements. Our contribution is the coordinated management of
the runways and the air segments of TCA. Specifically, our work is
not the classical departure and take-off sequencing problem that
usually schedules aircraft in independent runways, and thus can
be viewed as a set of single machine scheduling problems. We deal
with a problem with interdependent runways and air segments of
the TCA. As reported in the existing literature (see e.g. the survey
paper [18]), the problem studied in this paper can be viewed as a
job shop scheduling problem, that is by far more complex than the
independent runway scheduling problem.

We think that the traffic controllers should be informed of the
existence of alternative ASP solutions in real-time and of the
potential impact generated by implementing each ASP solution in
terms of a number of relevant performance indicators. To this end,
this paper studies some of the above discussed indices and their
combinations. We evaluate them with special emphasis on extent
of the impact of each specific indicator on the others. The eva-
luation is performed on MILP formulations based on the alter-
native graph model of [55], originally developed for a makespan-
like objective function. In fact, previous works dealing with the
alternative graph model of the ASP (see e.g. [26-28,65,66]) are
focused on the minimization of the maximum consecutive delay in
a busy TCA (i.e. the minimization of the largest delay caused by the
resolution of potential conflicts between aircraft traveling in a
busy TCA during a given time horizon of traffic optimization). In
this work, we generalize the alternative graph model of the ASP, in
order to deal with any kind of performance indicator. Practical-size
instances are solved by an MILP solver to (near)optimality.

3. Problem description

In the TCA, landing (arriving) aircraft move from an air entry
point of the TCA to a runway via landing air segments, following a
standard descent profile, while maintaining a minimum safety
distance between every pair of consecutive aircraft, depending on
their type and position (at the same or different altitude). Final
approach spacing tools can be of support for the computation of
feasible sequencing, moving and spacing of landing aircraft in the
TCA [31].

Similarly, take-off (departing) aircraft leave the runway flying
toward the assigned exit point via take-off air segments along a
standard ascent profile, still respecting the minimum safety dis-
tance (safety separation). The space distance can be translated into
a time distance, setup time, by taking into account the different
aircraft speeds. Setup times are considered sequence-dependent,
since the minimum distance between different aircraft categories
(heavy, medium, light and others) depends on the relative pro-
cessing order of the common resources. For instance, the distance
between heavy and light aircraft is much larger when light aircraft
follows heavy aircraft than vice versa. Setup times do not only
depend on the aircraft times but also on the route chosen for each
aircraft.

Each aircraft has an assigned entry time into the TCA, which is
the minimum time, release time, the landing/take-off procedure

can start according to the current aircraft position and speed. Each
aircraft has scheduled times, due date times, to start processing
some TCA resources. Eventually, aircraft can also have a maximum
time, deadline time, to start processing some TCA resources.

The runway is a blocking (no-store) resource [41] since it can
only be occupied by one aircraft at a time, while the air segment is
an uncapacitated resource since several aircraft can occupy it at
the same time provided that the required safety separations are
satisfied. Each aircraft has a processing time on each runway sand
on the air segments before or after it, according to its landing/
take-off profile. On the air segments, the processing time varies
between a pre-defined time window, due to a limited possibility of
aircraft speed changes.

Once an arriving aircraft enters the TCA, it should proceed to
the runway. However, before entering the airport area, airborne
holding time can be used to make aircraft waiting in flight until
they can be guided through their landing procedure, that means
flying in circles in specific areas named holding circles. On entry to
a holding circle, the aircraft must fly at a fixed speed for a number
of half circles, as prescribed by the air traffic controller. We assume
that there are no aircraft sequencing decisions in the holding cir-
cle. Therefore, the aircraft can exit in a different order they enter in
the holding circle and each holding circle resource is
uncapacitated.

Departing aircraft can be delayed in entering the TCA at ground
level, i.e. before entering the runway. A departing aircraft is sup-
posed to take-off within its assigned time window and is late
whenever it is not able to accomplish the departing procedure
within its assigned time window. Following the procedure com-
monly adopted by air traffic controllers, we consider a time win-
dow for take-off between 5 min before and 10 min after the
Scheduled Take-off Time (STT). A departing aircraft is considered
delayed in exiting the TCA if leaving the runway after 10 min from
its STT. We assume that all take-off aircraft have a take-off time
window with the same tolerance. Arriving aircraft are late if
landing after their Scheduled Landing Time (SLT).

We use the following notation for the aircraft delays. Entrance
delay is the delay of a landing/take-off aircraft on entry to the TCA.
Total exit delay is the delay of a landing/take-off aircraft at the
entrance in the runway/take-off air segment resource. The latter
value is partly a consequence of a possible late entrance, which
causes an unavoidable delay at the runway/take-off air segment,
and partly due to additional delays caused by the resolution of
potential aircraft conflicts in the TCA, which is named consecutive
delay [25-27].

A landing aircraft can have a consecutive delay at the entrance
resource, if it is delayed in entering the TCA due to other aircraft
scheduled on its entrance landing air segment. Landing and take-
off aircraft can have a consecutive delay on a runway, if they have
to give precedence to other aircraft in one or more TCA resources.
These consecutive delays will be used to formulate the objective
functions considered in this work.

3.1. Performance indicators

The typical objectives of any real-time scheduling practitioner
are (i) to find a good schedule in the short-term while (ii) trying to
avoid negative long-term effects of the rescheduling decisions. In
the air traffic environment under study, these needs correspond to
schedule arrivals and departures with the aim of (i) reducing
short-term delays and (ii) trying to recover the off-line plan of
arrivals-departures as quickly as possible, in order to reduce long-
term propagation of perturbations.

In this paper, the minimization of the maximum tardiness takes
into account the first goal, while the minimization of the max-
imum completion time is a surrogate for the second goal. In
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Fig. 1. Malpensa (MXP) terminal control area.

general, the minimization of a makespan-based objective function
results in a more compact schedule compared to other practical
objectives, which leaves more time available for accommodating
future arrivals and departures and tries to reduce the long-term
effects of past perturbations.

In real-time the ASP translates into an optimization problem for
a limited time horizon of traffic optimization, with consequent
myopic view on the overall traffic control horizon. In a companion
paper [65], we deal with a rolling horizon approach in order to
investigate the impact of traffic optimization in terms of the
overall traffic control horizon. However, as far as we know, the
rolling horizon approaches, or other problem decomposition
approaches, cannot compute the optimal ASP solution for large-
scale problems and thus are not useful in the context of this work.

There can be many ASP solutions with different view points
(airline companies, local and global authorities). We choose a set
of objective functions to be minimized in a given time horizon of
traffic optimization, each one interested in looking at a particular
aspect of the ASP.

Our interpretation of equity is different from the common
equity consideration in the related literature that is based on some
scheduling rule, such as the first scheduled, first served rule or the
first come, first served rule. We agree that these rules can be
considered useful measures of the deviation from an ideal (equi-
table) schedule. However, we observe that using such a scheduling
rule may generate poor quality solutions in terms of the mini-
mization of delay propagation or even infeasible schedules when
applied to reschedule aircraft during operations. For these reasons,
we use a new equity consideration that is viewed as the compu-
tation of an ASP solution that minimizes the consecutive delays,
i.e. the delays due to the aircraft sequencing decisions. Specifically,
we consider two equity measures: the minimization of the max-
imum consecutive delay (maximum tardiness), and the mini-
mization of the largest difference of consecutive delays among the
aircraft of each class (priority equity).

When minimizing the maximum tardiness, we focus on the
minimization of the longest path in the graph, that often involves a
few aircraft. The minimization of the average consecutive delays
(average tardiness) is a more global vision since it requires the
consideration of all delayed aircraft.

In our approach, aircraft priorities are also taken into account as
follows: landing aircraft, due to safety measures, have greater
priority than departing aircraft, which can wait at ground level
with fewer risks. A landing, delayed aircraft has even greater
priority, due to a lower level of fuel. In fact, a fairness concept in air
traffic management is to give priority to late aircraft [14]. In this
paper, the set of aircraft is divided into four classes which are
ordered below in importance (from the highest to the lowest
priority): (1) landing, delayed aircraft; (2) landing aircraft on time;
(3) take-off, delayed aircraft; (4) take-off aircraft on time. The

minimization of the weighted average consecutive delays (priority
tardiness) requires a weighted consideration of the aircraft.

Mirroring the two different approaches used to minimize
delays, in this priority scenario we compare the solutions that take
into account equity, defined here as the minimization of the
average difference between maximum and minimum tardiness for
each class, with the ASP solutions that minimize a weighted
average tardiness with weights assigned to each aircraft according
to the corresponding level of priority.

Another aspect to be taken into account when solving the ASP
is the use of existing, critical airport resources. This consideration
translates into the maximization of the throughput, that can be
viewed as the minimization of the maximum completion time (see
e.g. [20]). In our view, it corresponds to the landing/take-off time
of the last aircraft traveling in the TCA during the time horizon
(time span) of the traffic optimization. This objective function is
compared with the minimization of the average completion time.
The latter objective looks at all aircraft in the studied time horizon
of traffic optimization.

Finally, we evaluate the number of delayed aircraft exceeding a
given tolerance thresholds and minimize the number of deadline
violations, that imply additional operational costs for the airline
companies, due e.g. to broken flight connections with other air-
craft at the same TCA. This objective is focused on the aircraft that
have a delay above the given threshold (tardy jobs).

3.2. Terminal control areas

Fig. 1 shows the TCA scheme of Milano Malpensa airport (MXP).
There are two interdependent runways (RWY 35L, RWY 35R), used
both for departing and arriving procedures. The MXP resources are
three airborne holding circles (resources 1-3 in Fig. 1, named TOR,
MBR, SRN), 11 air segments for arriving procedures (resources 4-
14), a common glide path (resource 15), two runways (resources
16 and 17) and three air segments for departing procedures
(resources 18-20, named SRN, TELVA, RMG). The common glide
path resource includes two parallel air segments before the run-
ways for which traffic regulations impose a minimum diagonal
distance between landing aircraft added to a minimum
longitudinal one.

Fig. 2 presents the scheme of another TCA, Roma Fiumicino
airport (FCO). In this case, three interdependent runways (RWY
16L, RWY 16R, RWY25) can be used for departing and arriving
procedures, but two of them (RWY 16R and RWY 25) cannot be
used simultaneously and are thus considered as one. The FCO
resources are three airborne holding circles (resources 1-3 in
Fig. 2, named CIA, CMP, TAQ), seven landing air segments
(resources 4-10), two runways (resources 12 and 13), a common
glide path (resource 11) and three take-off air segments (resources
14-16, named BOL, RAVAL, ELIVIN).
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Fig. 2. Fiumicino (FCO) terminal control area.

In the tested ASP instances, the landing aircraft use both run-
ways, while the take-off aircraft only used one (interdependent)
runway resource for each TCA (i.e. runway resource 16 in Fig. 1 and
runway resource 12 in Fig. 2). We do not perform rerouting
measures for landing and take-off aircraft. D'Ariano et al. [27] and
Sama et al. [66] focus on the combined aircraft reordering and
rerouting problem at busy TCAs.

4. Problem formulation

In the general job shop scheduling formulation of the ASP, an
operation denotes the traversal of a resource (i.e. air segment,
common glide path, runway, holding circle) by a job (i.e. aircraft).
The sequence of operations related to an aircraft represents the
(pre-defined) route associated with that aircraft. The variables of
the ASP are the start time t; of each operation i to be performed by
an aircraft on a specific resource. A set of route timings is conflict-
free if, for each pair of operations associated with the same
resource, the minimum time separation constraints are satisfied.

The ASP is represented by the alternative graph model [55],
since this approach permits an accurate and efficient representa-
tion of the ASP [26,27,65-67]. Let G= (N, F,A) be the graph com-
posed of the following sets: N={0,1,...,n} is the set of nodes,
where nodes 0 and n represent the start and the end operations of
the schedule, while the other nodes are related to the start of the
other operations; F is the set of fixed directed arcs that model the
sequence of operations to be executed by an aircraft; A is the set of
alternative pairs that model the sequencing decision and inter-
aircraft safety separations. Each pair is composed of two alter-
native directed arcs.

Each node i e N of the graph is associated with the start time ¢;
of operation i, and corresponds to the entrance of the associated
aircraft to the associated resource. By definition, the start time of
the schedule is a known value, e.g. to =0, and the end time of the
schedule is a variable t,.

Each fixed directed arc (i,j)eF has a length wf, which is
uniquely determined by i and j. The fixed arc length w§ models a
minimum processing time between the start of i and the start of j,
such that t; > ti+wfj. In particular, (i) denotes the operation fol-
lowing i on its route. It follows that (i, (i) € F is the directed fixed
arc connecting i with (i) and t,; > t,-+wl-F(,(i).

Each alternative pair ((i,j), (h,k)) € A has two arcs with length
w4 and wi. The alternative arc length w represents a minimum
separation time between the start of i and the start j. In particular,
wﬂ (wf) can be sequence-dependent, when nodes i and j (h and k)
are operations of different jobs. Also, there can be multiple alter-
native arcs between nodes i and j.

Fig. 3. Alternative graph of a holding circle (a), selected (b) and not selected (c).

A selection S is a set of alternative arcs, at most one from each
pair. An ASP solution is a complete selection S, where an arc for
each alternative pair of the set A is selected, in which the con-
nected graph (N, F,S) has no positive length cycles. Note that a
positive length cycle represents an operation preceding itself,
which is an infeasibility. Given a feasible schedule S¢, a timing t; for
operation i is the length of a longest path from 0 to i (lsc (0,1)).
When minimizing a makespan-like objective function, an arc (k,n)
between the end node k of each job and node n is added to the
alternative graph, and a selection S¢ is optimal if lSC(O, n) is mini-
mum over all the solutions.

The alternative graph can be viewed as a particular disjunctive
program. We let X be the set:

Lot — i = Wiy,
ti—ti+M(1—xy) = wj
t— by +Mxg; > Wi,

Y(i,0() e F with o()#n

_ 1Al .
X=<t>0,xe{0,1}'" : V((Lj), (h k) € A

M

The variables of the ASP are the following: |N| real variables ¢;
associated with the start time of each operation ie N and |A|
binary variables x; associated with each alternative pair
((0,)), (h,k)) € A. The variable x;; is 1 if (i,j) € S, and x;; =0 if (h, k) € S.
The constant M is a sufficiently large number, e.g. the sum of all arc
lengths.

The next subsections describe how the different types of TCA
resources are modelled via alternative graphs, and show how each
specific objective function can be formulated. A numerical ASP
example of a traffic situation is illustrated for the FCO airport. For
the proposed example, we give the trade-off between a set of non-
dominated solutions, each one computed by solving a specific
objective function to optimality. Graphs of the example are
reported in Appendices A and B.
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4.1. Resources in the alternative graph model

The TCA is composed of various types of resources. This section
illustrates how each of them is modelled in the alternative graph.
Fixed arcs are depicted with solid arrows and alternative arcs are
depicted with dotted arrows.

Fig. 3(a) illustrates the formulation of a holding circle resource.
We recall that holding circles are used by traffic controllers to let
arriving aircraft wait before the start of their landing procedure
when the TCA is congested. Let i be the entrance of aircraft A to the
holding circle and let o(i) be the start of the next operation, the
holding circle resource is formulated by two fixed arcs (i o(i)) and
(o(i), 1) (the two solid arrows), respectively of length wm(u =0 and
wf ;= —3, where § is the time required to perform a holding
circle, plus a pair of alternative arcs ((i,o(i)), (o(i),i)) (the two
dotted arrows) respectively of length wi; =& and w4 ;. = 0. The
formulation of multiple (half) circles can be easily done in a
similar way.

Fig. 3 (b) shows the decision to perform a holding circle (the
dotted arrow (i, o(i)) is selected), while Fig. 3(c) the case with no
holding circle (the dotted arrow (o(i),1) is selected). The formula-
tion of the holding circle constraints and variables is as follows:

0
o) — o

toi) — ti+ M1 —Xiga) > Wi m(,)
ti — to) + MXiga) > WA

O‘(I)l

Loy —ti = Ww(z)

ti—toi = wk
_s @

If Xi;; =0 then no holding circle is performed, as shown in
Fig. 3(c). Fig. 4(a) presents the formulation of an air segment. We
define operation i (o(i)) as the entrance (exit) of aircraft A to the air
segment. The processing time of aircraft A in the air segment must
be included in a range [0;n, Omax]. To model this range of values
two fixed arcs (i, 6(i)) and (o(i), i) are used with length Wm(,) = Onin
and wfm)l — Omax, respectively. The following constraints are thus
required for the processing time of aircraft A and B:

tl’(') ti= Wlo‘(l) gmin"
ti—toi) = Wa(z)l — Ot 3)
tog) = b = Wiy = O,y

f — to-(,) > Wo'(])] emaxs

In each landing/take-off air segment, air traffic regulations
impose a minimal longitudinal and diagonal separation distance
between consecutive aircraft, that varies according to the aircraft
category. The minimum separation time between two aircraft
(named A and B in Fig. 4) in the same air segment is thus for-
mulated as a sequence-dependent setup time.

Since an overtake between two aircraft in the same air segment
is not allowed for safety reasons, the entrance and exit orders
between aircraft A and B must be the same. A sequence-
dependent setup time between aircraft A and B is required at
the entrance and exit of the air segment as follows: if A precedes B
(B precedes A) the setup time at the entrance of the air segment is
Hye(ype) and the setup time at the exit of the air segment is
Hours (Mo ). The sequencing decision variables are the two pairs of
alternative arcs in Fig. 4(a): ((i,j), (6(j), o(i)) with lengths WA M

and W), = Hourmns (G, 1), (0(0), 0(j)) with lengths w/ =, » and

(i)o() = Hout?

In a feasible schedule (i.e. a complete selection with no positive
length cycles), the selection of the two alternative arcs (ij) and
(o(i), 6(j)) sequences aircraft A before B, i.e. the two constraints t;
—ti> W{j and tgj —tei = wg(l)au) are inserted in the graph. Other-
wise, the two alternative arcs (j,i) and (o(j), o(i)) must be selected
(aircraft B before A).

The formulation of the air segment sequencing decisions is

next shown:

7t,+M(‘l X,J)>WA Py

Lo — Loy +Mxj = Wfr(})()’(l) = Hour

tog) — Loty +M(1 —Xs(iyo()) = ng(z)a(])

4
Hours @

ti— tj+MXU(i)0(f) 2 WA Hipea

If x;; = 0 then the alternative arc of length wf;(” () is selected, i.e.
aircraft B is scheduled first in the air segment (as shown in Fig. 4
(b)). Consequently, the variable X,;); must be set to 0 (i.e. the
alternative arc of length w is selected); otherwise the alternative
arc of length Wfr(l)zr(]) is selected and a positive length cycle
between nodes o(i) and o(j) is generated in the graph. In fact, there
are only two possible sequencing decisions (A-B or B-A) between
the two aircraft in the air segment, and therefore the variable
Xs()s() could be replaced with x;; in (4).

Fig. 5(a) shows the runway formulation. Let i, j be the entrance
of aircraft A, B to the runway and o(i), o(j) their exit. The proces-
sing times of aircraft A and B in the runway are 7, and zp. These
processing times are modelled by the two fixed arcs (i, o(i)) and

(, o)) with lengths wf_. =7z, and W’ . = 7p:

io(i) Jjo()

t(;(,) ti > wk = =TTp

10(1) (5)

Loy — =W jﬂ(i) =TT

In a feasible schedule, a sequence-dependent setup time is
required at the runway. If A precedes B (B precedes A) the setup
time at the runway is #ap (1784). Furthermore, the runway is a no-
store resource, since only one aircraft at a time can be scheduled.

a b .
Wia(i)
Af A YA
Wii Wij  Wa(j)o(i) i Wo(io() WO(])O(I)
B

Fig. 4. Alternative graph of an air segment (a), and a feasible arc selection (b).
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AIRCRAFT OPERATIONS

Fig. 6. Release and due date arcs for a landing aircraft A.

The no-store formulation is:

= tog) + M1 = Xo0y) = Wi = ap
e N ®)
ti— Loy + Mo = Wi = 1pa

The sequencing decision is modelled via the alternative pair
((o(i),)), (6(), 1)), in which the alternative arc (o(i),j) has length

iy = 1ap and the alternative arc (o(j), i) has length Wﬁun Nga- In
Fig. 5(b), aircraft A is scheduled before aircraft B and the alter-
native arc (o(i),j) is selected. In this case the binary variable
Xo(i)j = 1.

The delay of each aircraft can be measured by means of suitable
due date times. In this paper, we consider two due date times for
each landing aircraft, measured at the entrance of the TCA and at
the entrance of the runway. Take-off aircraft have a single due date
time at the runway. Both landing and take-off aircraft have a
release time at the entrance of the TCA.

Fig. 6 presents the alternative graph modeling of the release
and due date times for a landing aircraft A. Node i models the first
operation of aircraft A in the TCA, while node j models its runway
operation. The runway due date time d; is the scheduled entrance
time of aircraft A in the runway, modelled by the runway due date
arc (j,n) between nodes j and n of length Wan = —d;. The entrance
due date time d; is the scheduled entrance time of aircraft A in the
TCA, modelled by the entrance due date arc (i,n) between nodes i
and n of length wf, = —d;. The entrance time of aircraft A in the
TCA is constrained by a release time r; that is the minimum time
at which this aircraft can enter the TCA, modelled by the release
arc (0,1) between nodes 0 and i of length wf; = r;. The formulation
of release and due date arcs for aircraft A is as follows:

F
l’n—than: —dj
ta—ti>whk = —d; )
ti—to ngizri

Additional scheduling requirements can be modelled in the
alternative graph when defining the weight of runway due date
arcs. For instance, one can take into account integrated recovery
strategies between the runway and ground scheduling solutions as
follows. The runway due date arc (jn) can have length
ijn = —d;—s;, in which s; is a slack time that can have a positive
(negative) value if one want to have a more (less) flexible due date
time at the runway. Alternatively, one can use the deadline arc (j, 0)

between nodes j and 0 of length wi,= —D; in order to fix a

deadline time D; to start processing the runway: to—t; > —D;. For
instance, the latter type of arc can be used to model a rigid coor-
dination time requirement between the runway and ground
scheduling solutions.

4.2. Formulations with different objective functions

This section presents the MILP formulations of the ASP used in
this paper. For each formulation, we consider all problem con-
straints introduced in the previous section and we describe how
the specific objective functions have been modelled.

The first group of formulations is related to aircraft delay
minimization. Here, we use the following types of due date arcs:
the entrance due date arcs are associated with the first operation
of landing aircraft and measure their entrance delay in the TCA;
the runway due date arcs are associated with the operation
modelling the entrance/exit to/from a runway resource of landing/
take-off aircraft and measure the delay caused by the resolution of
potential aircraft conflict in the TCA. Both types of due date arcs
measure the delay generated by the scheduling decisions, i.e. by
the selection of one alternative arc from each alternative pair of
the graph.

The length of entrance and runway due date arcs are defined in
the alternative graph as follows. We let i be the first operation of
an aircraft in the TCA, y; be its scheduled entrance time and g; be
the entrance delay. We assume that the latter information is an
input data for the traffic controller. For the landing aircraft, the
entrance due date arc has length —d; = —(y;+¢;), and the con-
secutive delay at the entrance of the TCA is max{0, t;—d;}.

The total exit delay is the sum of the unavoidable delay (which
cannot be recovered by aircraft rescheduling, even if the aircraft
travel in the TCA with their minimum processing time) plus the
consecutive delay (which is required to solve potential conflicts).

We let j be the arriving/departing operation at/from a runway r
of a landing/take-off aircraft A, §; be its scheduled arrival/depar-
ture time and 7; be the earliest possible entrance/exit time to/from
the runway r. For each node j of a landing aircraft, z; is computed
as the sum of the release time plus the minimum processing time
into the landing air segments. In case of a departing aircraft, z; is
the sum of the release time plus the scheduled processing time in
the runway. The total exit delay of aircraft A at r is t;— ;. Since we
want to minimize the consecutive delay at r, the runway due date
arc has length —d;= —max({z;,d;}. The unavoidable delay at the
runway is max{0, z;—&;}, while the consecutive delay at the run-
way is max{0, t; —d;}.

The MAX TARDINESS is the formulation that minimizes the
maximum consecutive delay both for the entrance and runway
due dates, that is the largest deviation from the entrance and due
date times due to the resolution of potential conflicts in the TCA
during the time horizon considered. This objective function can be
represented as the minimization on the longest path from node
0 to node n in the alternative graph with entrance and runway due
date arcs [25,26]. We observe that all aircraft have the same
relevance with this objective function, meaning that this is the
most equitable approach. The formulation is next shown:

min t,

s.t.

th—t, > —dy
{x,t}e X

v(k,n)eF ®)

The AVG TARDINESS is the minimization of the average con-
secutive delay both for the entrance and runway due dates. The

Please cite this article as: Sama M, et al. Scheduling models for optimal aircraft traffic control at busy airports: Tardiness, priorities,
equity and violations considerations. Omega (2016), http://dx.doi.org/10.1016/j.omega.2016.04.003



http://dx.doi.org/10.1016/j.omega.2016.04.003
http://dx.doi.org/10.1016/j.omega.2016.04.003
http://dx.doi.org/10.1016/j.omega.2016.04.003

M. Sama et al. / Omega B (AEEE) ERE-REN 9

Holding Landing Common  Runways Aircraft B
Circles Air Segments Glide Path
Aircraft A Aircraft D
BOL
Aircraft C @ [ 4 |A\|\ 9 || 12 ’ 15 ]
TAQ Rwy 25\ RAVAL
1 RWY 16R
@ T \ 10 ELIVIN
CMP s 1A E
/ Rwy 16, Lake-off
(D Air Segments
CIA

Fig. 7. Example situation with landing and take-off aircraft at FCO TCA.

AVG TARDINESS problem is formulated as follows:

min% Wz

s.t.

Zi—ty> —dy v(k,n)eF ©
=0 vkeK

{x,t}e X

where | K| is the number of due date arcs in the alternative graph
and z; is a real variable associated with the due date k e K.

The two objective functions reported above support two dif-
ferent aspects of delay minimization: the maximum tardiness is
the most equitable approach (since it minimizes the largest con-
secutive delay), while the average tardiness has a more global
approach (since its value takes into account the delay of all
aircraft).

The following objective function takes into account the request
by some airline companies to limit the number of delayed aircraft
above given tolerance thresholds. This corresponds to minimizing
the number of deadline violations that often translate into penalty
costs, according to service contracts between the airline compa-
nies and the traffic control authorities. In our approach, in order to
maximize the satisfaction of airline company requirements, all
violations have the same weight and we minimize the number of
aircraft that have a consecutive delay above a given threshold
value P > 0 at the runways. A violation is thus measured when an
aircraft enters the runway with a consecutive delay greater than P.
We call this formulation TARDY JOBS P:

minEfU:]vf

S.t.

MVf—th—df—P v({f,n)eF (10)
ve{o,1}Y

{x,t}eX

where U is the number of runway operations, f is a runway
operation connected with the runway due date d; and vy is a
boolean variable indicating if a violation happens (1) or not (0).

The next two formulations take into account priorities between
different types of aircraft. The first formulation is the classical
weighted average, named here PRIORITY TARDINESS:

. 1 l(
min e Sk Fezk

s.t.

Zy—ty > *dk V(k,n)eF (1])
>0 VkeK

{x,t}eX

where fi, is the weight associated with the due date arc starting
from the node k. In this work, the weights are associated with the
priority classes described in Section 3.

The second formulation takes into account aircraft priorities
and focuses on maximizing the equity between the aircraft of each
priority class. Here, the equity is defined as the difference between
the largest (Df,.x) and the smallest (Df,;,) consecutive delays
between all aircraft of the same class c e C. This formulation is
named PRIORITY EQUITY:

min% Zlcil(Drcnax_D;ﬂ'n)

s.t.

Zy—ty > —dy v(k,n)eF

2, —D5 <0 Vk,nyeFake]. VC (12)
zy—Df =0 v(k,nyeFake]. VC

D=0 vC

D=0 vC

{x,t}eX

where |C| is the number of classes and J. is the set of aircraft
belonging to class c e C.

The last group of formulations is related to the maximization of
throughput. To deal with throughput, we fix d,=0 VkeK. The
formulation MAX COMPLETION minimizes the exit time of the last
aircraft from the runway. This formulation corresponds to the
following makespan minimization problem:

min t,

s.t.

th—t, >0 V(k,n)eF
{x,t}eX

(13)

The AVG COMPLETION formulation minimizes the average exit
time from the runway:

min% Wz

Zr—t =0 V(k,n)eF (14)
Zg > 0 VkeK

{x,tyeX

4.3. A numerical example

This section describes a simple traffic situation at the Roma
Fiumicino (FCO) TCA, highlighting the difference between the
optimal solutions computed for each model of the previous sec-
tion. For each solution, we provide the value of all the other per-
formance indicators.
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Table 1
Optimal ASP solutions computed for each formulation of the numerical example.

Objective function Tardiness Completion Tardy Jobs Priority
Max Avg Priority Max Avg P=0 P=300 Equity
Max Tardiness 223 93.2 913.3 1728 1601 3 0 111.5
Avg Tardiness 225 68.8 701.7 1725 1590.5 2 0 103.3
Priority Tardiness 364 85.7 310.7 1822 1613 2 1 123.5
Max Completion 225 87.0 1065.0 1725 1590.5 2 0 103.3
Avg Completion 225 87.0 1027.5 1725 1590.5 2 0 103.3
Tardy Jobs P=0 256 838 454.3 1752 1615.3 2 0 125.8
Tardy Jobs P=300 256 83.8 497.0 1752 1615.3 2 0 125.8
Priority Equity 225 68.8 701.7 1725 1590.5 2 0 103.3

Fig. 7 presents a schematic view of the TCA and provides the
route of each aircraft: A and C are landing aircraft, while B and D
are take-off aircraft. A and D are delayed aircraft, i.e. they have an
entrance delay that changes their release time. The entrance delay
of A is 170 and the one of D is 489. Furthermore, all aircraft have to
use the same runway resource (12), since the other one (13) is not
available. The presence of disturbances causes potential conflict in
the TCA and, therefore, the ASP must be solved. The alternative
graph of the traffic situation is shown in Appendix A.

Table 1 gives the optimal solution value for each objective
function (one per row in bold), and the corresponding value for all
other performance indicators. The optimal solution is obtained by
solving the ASP formulations of Section 4.2. Regarding the for-
mulations with aircraft priorities, we consider a different class for
each aircraft as described in Section 3. According to the aircraft
types and the delayed aircraft, the adopted weights are: f4=20,
fc=10, fp=2 and fg=1. The bigger the weight, the higher the
priority class.

From the results of Table 1, we observe that, even for this
simple traffic situation with four aircraft, seven different solutions
are obtained by the eight ASP formulations. Only Avg Tardiness
and Priority Equity share the same solution. The different ASP
solutions present interesting gaps in terms of the various perfor-
mance indicators. For instance, looking at the first row of Table 1,
Max Tardiness gives the lowest maximum consecutive delay at the
cost of large average consecutive delays and number of tardy jobs
P=0. In fact, the optimal solution obtained for Max Tardiness
minimizes the longest path in the graph, that includes operations
of aircraft B and D only. This also explains the high value obtained
for Priority Tardiness and Priority Equity (B and D are the two
aircraft with lower priorities). Avg Tardiness (second row of
Table 1) gives better results than Max Tardiness in terms of aver-
age consecutive delays, number of tardy jobs P=0 and Priority
Equity, while Priority Tardiness is still far from the optimal value
(third row of Table 1). Priority Equity gives a good trade-off
between Max Tardiness and Avg Tardiness, however its solution
is a poor quality compared to Priority Tardiness. The optimal
solution obtained for Priority Tardiness clearly schedules the air-
craft on their order of priorities (A, C, D and B), causing a very large
consecutive delay for aircraft B (see Columns 2 and 8). The values
obtained for Max and Avg Completion (fifth and sixth columns of
Table 1) are similar for most of the solutions. Tardy Jobs P=0
outperforms Tardy Jobs P=300 and represents a compromise
solution in terms of the other indicators. The optimal solution for
Tardy Jobs P=0 is shown in Appendix B. Gantt charts of the dif-
ferent ASP solutions in Table 1 are also illustrated in Appendix B.

5. Experimental results

This section presents the computational results for the ASP
formulations of Section 4.2. The tests have been performed in a
laboratory environment. We consider real-world ASP instances for
FCO and MXP. The ASP solutions are computed via the solver IBM
ILOG CPLEX MIP 12.0, with a given time limit of computation. The
experiments are executed on a processor Intel Dual Core E6550
(2.33 GHz), 2 GB of RAM and Windows XP.

5.1. Description of the ASP instances

The assumptions made in the data sets have been inspired by
the current practice at the studied airports. In general, the pro-
posed MILP formulations can deal with any routing combination at
runways (i.e. all runways can be eventually modelled in mixed-
mode), and any prioritization of take-off and landing aircraft (i.e.
different weights can be used in the objective functions).

For each terminal control area (MXP or FCO), we deal with
practical-size instances of 30-min traffic optimization. All traffic
optimizations start at time to = 0. The tests have been performed
in a laboratory environment by using real-world data from MXP
and FCO TCAs. The studied ASP instances are characterized by two
types of aircraft (named medium and heavy aircraft). Conse-
quently, sequence-dependent setup times are modelled in each
ASP instance. The processing and setup times are computed for
each aircraft category according to standard descent and ascent
profiles, disregarding the actual aircraft passenger and freight load.
The release and due date times are computed from a reference
timetable.

Only one runway is used in a mixed mode for each TCA
(resource 16 at MXP and resource 12 at FCO). There are up to 13
(12) aircraft scheduled in each runway during half hour traffic
optimization at MXP (FCO). This can be considered a dense traffic
while comparing the traffic flows at MXP and FCO with the other
Italian airports. The impact of studying a limited time horizon of
traffic optimization is not investigated in this paper.

Table 2 describes the 20 ASP instances that we generated with
random entrance delays (10 with negative exponential distribu-
tion and 10 with Gaussian distribution). The entrance delays are
randomly generated for the first half aircraft entering the TCA
according to a given distribution. The exit delays are measured as a
positive deviation from the scheduled take-off/landing time, that
is derived from the reference timetable. Each row reports average
information on a terminal control area. In total, the computational
study is based on 40 ASP instances.

Table 2 is organized as follows. Column 1 presents the TCA (FCO
and MXP), Columns 2 and 3 the number of landing and take-off
aircraft, Columns 4 and 5 the maximum and average entrance
delays (in seconds), Columns 6 and 7 the maximum and average
unavoidable delays (in seconds). The latter delays are significantly
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Table 2
ASP instances.

TCA Landing Take-off Max entr. Avgentr. Max unavoid. Avg unavoid.

aircraft  aircraft delay delay delay delay

(s) (s) (s) (s)
MXP 14 6 1792.9 869.6 1476.7 683.5
FCO 16 4 1789.0 990.4 1638.9 783.7

Table 3
Variables and constraints for each ASP formulation.

ASP instance size Variables Constraints
TCA MXP FCO MXP FCO
Max Tardiness 658 806 1307 1605
Avg Tardiness 692 842 1341 1641
Priority Equity 700 850 1409 1713
Priority Tardiness 692 842 1341 1641
Max Completion 658 806 1307 1605
Avg Completion 692 842 1341 1641
Tardy Jobs P=0s 678 826 1327 1625
Tardy Jobs P=300s 678 826 1327 1625
Table 4
Solutions for the ASP formulations.
TCA MXP FCO MXP FCO

Obj. function Max Tardiness Avg Tardiness

Comp. time (s) 455.4 197.3 3483.0 2749.3
No. of optimal sol. 20 20 16 20
UB-1 (s) 389.3 324.6 69.0 55.0
UB-2 (s) 389.3 324.6 69.0 54.6
LB (s) 389.3 324.6 62.3 54.6
Gap-1 (%) 0 0 10.7 0.8
Gap-2 (%) 0 0 10.7 0

Obj. function Priority Equity Priority Tardiness
Comp. time (s) 114 77.5 329.5 1698.4
No. of optimal sol. 20 20 20 20
UB-1 (s) 1294 106.9 878.4 658.4
UB-2 (s) 1294 106.9 878.0 652.1
LB (s) 129.4 106.9 878.0 652.1
Gap-1 (%) 0 0 0.1 0.9
Gap-2 (%) 0 0 0 0

Obj. function Max Completion Avg Completion
Comp. time (s) 529.7 2143.8 4208.1 2369.0
No. of optimal sol. 20 20 15 20
UB-1 (s) 3363.3 3485.4 2463.5 2670.9
UB-2 (s) 3363.3 3475.3 2463.5 2670.9
LB (s) 3363.3 3475.3 24521 2670.9
Gap-1 (%) 0 0.3 0.5 0
Gap-2 (%) 0 0 0.5 0

Obj. function Tardy Jobs P =0s Tardy Jobs P =300s
Comp. time (s) 13 184 376 243.6
No. of optimal sol. 20 20 20 20
UB-1 (s) 75 84 1.5 1.2
UB-2 (s) 7.5 84 1.5 1.2

LB (s) 7.5 8.4 1.5 12
Gap-1 (%) 0 0 0 0
Gap-2 (%) 0 0 0 0

smaller than the entrance delays, since we compute the free-net
processing times by letting all landing aircraft travel with their
maximum allowed speed profile.

Table 3 gives the number of variables and constraints for each
ASP formulation. Each row reports average information for the 20
ASP instances we considered for each airport (MXP or FCO). The
FCO instances have more variables and constraints than the MXP
instances, since more aircraft are scheduled at FCO and less
alternative air segment resources are available for landing aircraft.

The next subsections will show the computational results
obtained for the 40 ASP instances. We tested the 8 ASP formula-
tions: Max and Avg Tardiness dealing with pure delay minimiza-
tion, Priority Tardiness and Priority Equity dealing with aircraft
classes, Max and Avg Completion dealing with throughput mini-
mization, Tardy Job P=0 and Tardy Job P=300 dealing with
deadline violations. In addition, we tested the 40 ASP instances
with a practical scheduling rule and a combined formulation. As
described in Section 3, we used four classes of aircraft: (1) landing,
delayed aircraft; (2) landing aircraft on time; (3) take-off, delayed
aircraft; (4) take-off aircraft on time. Their weights are: f; =20,
fr=10,f3=2and f,=1.

5.2. ASP formulations

Table 4 presents the average computational results obtained for
each ASP formulation. Each column reports the average results on
the 20 ASP instances for a traffic control area. Table 4 is organized
in blocks of eight rows per formulation: Row 1 gives the objective
function, Row 2 the average computation time (in seconds), Row
3 the number of problems that were solved to optimality by
CPLEX, Row 4 the average upper bound value (in seconds, named
UB-1) at up to 60s, Row 5 the average upper bound value (in
seconds, named UB-2) at up to 10,800 s. The experiments with a
large computation time allowed us to get further information on
the optimal solutions. The best known value of upper bounds is
reported in bold. Row 6 gives the average best known value of
lower bound (in seconds, named LB) obtained with the largest
computation time, Row 7 the average optimality gap (in percen-
tage, named GAP-1) computed as follows: (UB-1— LB)/LB, Row
8 the average optimality gap (in percentage, named GAP-2) com-
puted as follows: (UB-2 —LB)/LB.

From Table 4, we have the following observations. All ASP
instances are solved to (near)optimality (the optimality gap is
always below 1%, except for the average tardiness at MXP airport
showing around 10% optimality gap). The results obtained at 60 s
of computation are similar to the ones obtained with larger
computation times (comparing UB-1 versus UB-2). We conclude
that the ASP instances can be efficiently solved in a short com-
putation time (up to 60s on a standard processor), compatible
with real-time application.

Regarding the specific performance of the various objective
functions, the Tardy Jobs formulations present the larger number
of optimal solutions, while Avg Tardiness and Avg Completion the
lowest number. More optimal solutions are generally obtained for
the objective functions based on a maximum delay minimization
compared to the ones based on an average delay minimization.
Also, Priority Equity presents a larger number of optimal solutions
than Priority Tardiness. The problem of minimizing the maximum
consecutive delay, even if this is done per priority class, is thus
easier to solve to optimality by CPLEX than the weighted average
consecutive delay minimization.

5.3. Optimizing an objective and looking at the other objectives

This subsection studies how the optimal ASP solutions com-
puted for a specific indicator infer the quality of the other indi-
cators. The proposed analysis permits to assess the quality of non-
dominated solutions for one objective function in terms of the
other performance indicators.

Fig. 8 presents average results on the 35/40 ASP instances
solved to optimality by all ASP formulations. Each plot in this
figure reports the average optimality gap in terms of all perfor-
mance indicators that are not directly optimized in the objective
function of the corresponding ASP formulation. The average
optimality gap is computed for each secondary indicator as
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Fig. 8. Optimal solutions for an indicator viewed in terms of the other indicators.

follows: (value obtained for the secondary indicator — optimal
value for that indicator)/optimal value for that indicator. For
instance, the top-left plot reports the average results obtained for
the Max Tardiness formulation, in which Avg Tardiness has 105%
optimality gap, Priority Equity 41% and so on.

From Fig. 8, Avg Tardiness presents the best compromise
solutions, since the optimality gap is, on average, up to 70% for all
secondary indicators. In general, the objective functions based on a
maximum delay minimization present larger gaps compared to
the ones based on an average delay minimization (see left versus
right plots). Specifically, Avg Tardiness presents a gap of 28% for
Max Tardiness and smaller gaps than Max Tardiness for all sec-
ondary indicators but Priority Equity and Tardy Jobs P=0s. The

combination of Avg and Max Tardiness is thus worthy of
investigation.

Regarding the objective functions based on classes and weights,
optimizing with priorities does not cause a serious drop of the
related performance indicators. In fact, Priority Equity presents
good values of Max Tardiness, that is the most equitable perfor-
mance indicator. Similarly, Priority Tardiness gives good values in
terms of Avg Tardiness.

When looking at the throughput as a secondary indicator, most
of the objective functions have performance very close to the
optimal values of Max Completion and Avg Completion. We con-
clude that these indicators can easily be taken into account by the
studied ASP formulations.
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Table 5
Solutions for the ASP when using the FCFS scheduling rule.

Table 6
Solutions for the ASP when using the combined formulation.

Objective MXP TCA FCO TCA Objective function MXP FCO
Function UB (sec) N. of Optimal Sol. UB (sec) N. of Optimal Sol. UB (s) No. of optimal sol. UB (s) No. of optimal sol.
Max Tardiness 529.4 4 493.6 3 Max Tardiness 4703 1 3894 2
Avg Tardiness 128.2 0 115.1 0 Avg Tardiness 731 6 57.2 5
Priority Equity 2125 0 148.8 1 Priority Equity 1824 O 1480 O
Priority Tardiness 2302.0 0 22302 0 Priority Tardiness  1229.3 0 8025 2
Max Completion 34581 7 36576 9 Max Completion 33774 7 35295 9
Avg Completion 29904 O 27553 0 Avg Completion 24683 4 2676.0 4
Tardy Jobs P=0 13.2 0 134 0 Tardy Jobs P=0 11.8 0 12,5 0
Tardy Jobs P=300 4.9 6 53 10 Tardy Jobs P=300 3.3 5 17 14
Max Max
Tardiness M 41% Tardiness I 23%
Avg Avg
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Fig. 9. FCFS solutions in terms of all indicators.

300% 350%

Tardy Jobs are among the less equitable objective functions,
since they prefer to significantly penalize the behavior of a few
aircraft in order to have the set of tardy aircraft as small as pos-
sible. Comparing the two corresponding formulations in terms of
the other performance indicators, Tardy Jobs P=300s outperforms
Tardy Jobs P=0s. In general, the latter formulation presents the
worst values in terms of the various performance indicators.

It is interesting to note that, even if the considered objective
functions are based on apparently similar performance indicators,
the solutions optimized for a single indicator have the drawback to
deteriorate the performance related to some of the other perfor-
mance indicators.

5.4. A practical scheduling rule

This subsection studies the quality of the solutions computed
by a commonly used scheduling rule: First Come First Served
(FCFS). We observe that more elaborated approaches than FCFS,
such as algorithms based on max position shifting [10,29,30], can
be a more fairer comparison against real world behavior, since
controllers usually modify the FCFS solution by switching groups
of two or more aircraft around in order to improve throughput on
some bottleneck resources.

Table 5 shows the average value (named UB, in seconds) on the
40 ASP instances of Section 5.1 obtained for the FCFS rule, and the
number of optimal solutions for each performance indicator. The
average computation time is less than 1s.

Fig. 9 presents a plot with average results on 35/40 instances of
Section 5.1 for which an optimal ASP solution has been computed
for all performance indicators. The average optimality gap is
computed for each performance indicator as in Section 5.3.

Overall, FCFS has a significantly larger optimality gap for all
performance indicators compared to Avg Tardiness. This result
highlights the importance to evaluate the ASP solutions in terms of
several performance indicators, and to introduce new decision

o0y I 43%

0% 10% 20% 30% 40% 50% 60% 70%

Fig. 10. Combined formulation solutions in terms of all indicators.

support systems for solving the ASP based on the consideration
and optimization of a number of performance indicators.

5.5. Combined formulation

When dealing with several performance indicators, we believe
that a weighted objectives approach is not reasonable, since it
would be very difficult to identify the right value of the weights.
For this reason, we present the following combined formulation.
First of all, we identify the ASP formulation of Section 4 that has
the best trade-off performance. Then, we extend that formulation
by introducing a set of additional constraints related to the non-
optimized performance indicators. The additional constraints are
generated via the following constraint generation procedure:

Phase I : A constraint @; < f; is added regarding the value a; of
each non-optimized indicator i in order to limit the
deterioration of its performance up to a given threshold
value f.

Phase Il : The resulting ASP formulation is solved to (near)

optimality, provided that any ASP solution exists for the
given additional constraints.

Phase III : If at least a feasible ASP schedule exists, the procedure
returns the best solution computed by the solver (we use
CPLEX with a time limit of 10,800 s). Otherwise, the new
constraints introduced in phase 1 are revised by
increasing the threshold value f3; related to the value a; of
each performance indicator i.

The procedure iterates the three phases till a feasible ASP schedule

is found.

The reason for studying the combined formulation is to
investigate whether ASP solutions exist with a limited deteriora-
tion of the non-optimized indicators. Furthermore, the combined
formulation does not require to set parameters in the objective
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function, while it would be difficult to identify the right value
when using e.g. parameters in the objective function in order to
weight the different performance indicators.

From the results in Section 5.3, Avg Tardiness presents the best
trade-off performance, since it is the only ASP formulation that is,
on average, up to 70% from the optimal solution of each perfor-
mance indicator. We therefore applied the constraint generation
procedure to this ASP formulation and each of the 40 ASP
instances of Section 5.1. Initially, the threshold value f; has been
fixed equal to the best known value «; of each secondary indicator
i. At each iteration of the constraint generation procedure, the
current threshold value f; is increased of 0.1 ai for each secondary
indicator i until a feasible schedule is found. Specifically, the fol-
lowing number of feasible schedules is found: 7 for 30% increase of
the initial threshold value, 10 for 40% increase, 13 for 50% increase,
3 for 60% increase, 4 for 70% increase, and 3 for 80% increase. The
computation of a trade-off schedule is thus a complex problem
and a significant relaxation to the best known value of some
secondary indicator is required to compute a feasible schedule for
the studied ASP instances.

Table 6 presents average results on the 40 ASP instances for the
combined formulation generated by the constraint generation
procedure, in terms of the same information reported in Table 5.

Fig. 10 presents the average optimality gap for each perfor-
mance indicator as in Section 5.3. The plot presents the average
results on 35/40 instances of Section 5.1 for which an optimal ASP
solution has been computed for all performance indicators.

The computational results in Fig. 10 show that the best trade-
off solutions are now computed by the solver for the combined
formulation. The average distance from the optimal solution is
reduced in the three worst cases (55% for Tardy Jobs P=0s, 43% for
Tardy Jobs P=300s and 39% for Priority Equity) compared to Avg
Tardiness. However, this improvement is obtained at the cost of a
light deterioration the performance of other performance indica-
tors, including the one minimized in the objective function (that
has the largest worsening, on average, up to 5%).

6. Conclusions and further research

This paper presents microscopic formulations of the ASP with
high precision modeling and the evaluation of alternative objec-
tive functions. We examine the trade-off between some classical
performance indicators in the take-off and landing aircraft sche-
duling literature, since we believe that there is still not a generally
recognized objective function for the ASP. We observe that optimal
solutions are very often computed by a commercial solver within
one minute of computation on a standard processor. Furthermore,
the solver computes different ASP solutions for the ASP formula-
tions with different objective functions. Finally, a pool of (near)
optimal ASP solutions is provided to the traffic controller along
with quantitative information on numerous performance
indicators.

An extensive set of computational experiments shows the
existence of relevant gaps between the ASP solutions computed
focusing on the studied aspects of the ASP. A trade-off between the
quality of various performance indicators is found for the ASP
solutions computed via the different formulations. In particular,
the Avg Tardiness results to be a good trade-off formulation, and
its solutions outperform the FCFS solutions in terms of all perfor-
mance indicators. However, better trade-off solutions exist if one
introduces additional constraints in Avg Tardiness.

In general, the development of an ASP formulation taking into
account multiple performance indicators is a challenging problem.
The solutions computed for a combined formulation may improve
some indicator, while they may have the drawback to deteriorate
the performance related to some other indicator. However, we
believe that this work moves the interest of researchers and
practitioners in paying more attention to the various modeling
aspects and performance indicators related to the ASP, and thus on
the inherent multi-objective nature of this problem.

Further research will be concentrated on developing real-time
efficient (eventually heuristic) scheduling algorithms for specific
ASP formulations that would (1) reduce the optimality gap found
by CPLEX, (2) reduce the time to compute the best solution, (3)
solve large-size ASP instances to (near)optimality. Furthermore,
we intend to further improve the quality gaps in terms of the best
known values of each indicator. The latter result can be achieved
by investigating ASP formulations with multiple objectives, or by
introducing additional ASP constraints while optimizing a single
indicator (as shown in this paper for the combined formulation).

Other promising research directions should focus on the coor-
dination of the ASP solutions with related problems, such as the
en-route, ground and gate scheduling problems [32,59]. Additional
factors should be considered, such as evaluating the impact of a
dynamic system setting, integrating the ASP solutions with the
ground scheduling solutions and the en-route scheduling solu-
tions, dealing with other objectives, constraints and variables (e.g.
aircraft routing and speed control).
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Appendix A

The traffic situation of Section 4.3 is modelled by the alter-
native graph of Fig. 11. Each node of the alternative graph repre-
sents an operation, e.g. A12 is aircraft A entering runway 12. Black
solid arrows represent fixed directed arcs, while coloured dashed
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Fig. 11. Alternative graph for the numerical example. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this

paper.)

arrows represent alternative directed arcs. The length of each arc is
depicted in the graph for the routes of Fig. 7.

In this example there are 16 alternative pairs. For the two
landing aircraft A and C, we assume that the capacity in the
holding circle is unbounded, so there are no potential conflicts
between them at the entrance of the TCA. However, we use four
alternative pairs (two between nodes A1l and A4 and two between
nodes C1 and C4) in order to model the possibility to perform one
or two circles in the airborne holding. The shortest circle takes 180
(see the red alternative pairs ((A1,A4), (A4,A1)) and ((C1,C4), (C4,
C1))), while the longest 240 (see the green alternative pairs ((Al,
A4), (A4,A1)) and ((C1,C4), (C4,C1))). Since aircraft A and C have the
same route in the TCA, four alternative pairs model the air seg-
ments: the (blue) pair ((A4,C4), (C9,A7)) and the (brown) pair ((C4,
A4), (A7,C9)) for air segment 4; the (blue) pair ((A11,C11), (C12,
A12)) and the (brown) pair ((C11,A11), (A12,C12)) for air segment
11. Another alternative pair between A and C is required on the
runway resource: the (orange) pair ((Aout,C12), (Cout, A12)).

The two take-off aircraft B and D have a potential conflict on
the runway resource with the landing aircraft. We thus have to use
another five alternative pairs for resource 12: ((Aout,B12), (B14,
A12)) (depicted in red), ((Aout,D12), (D14,A12)) (depicted in
green), ((B14,C12), (Cout,B12)) (depicted in violet), ((B14,D12),

(D14,B12)) (depicted in blue turquoise), ((Cout,D12), (D14,C12))
(depicted in grey). Aircraft B and D also have a potential conflict on
air segment 14, that is modelled by the blue pair ((B14,D14), (Dout,
Bout)) and the brown pair ((D14,B14), (Bout,Dout)).

Appendix B

Given the example of Section 4.3, Fig. 12 shows the optimal
solution for the formulation “Tardy Jobs P=0". The alternative arcs
selected in the solution are shown with coloured dashed arrows.
The corresponding (complete) selection of the alternative arcs is
the following: (A4,C4) and (A7,C9) (aircraft A is scheduled first on
air segment 4); (A11,C11) and (A12, C12) (aircraft A is scheduled
first on air segment 11); (C1,C4) of length 180 and (C4,C1) of length
-180 (aircraft C must perform circles in the holding of length 180);
(A4,A1) of length -180 and (A4,A1) of length 0 (aircraft A does not
perform circles in the holding); (D14,A12), (D14,B12), (D14,C12),
(Aout,B12), (Aout,C12) and (B14,C12) (the runway sequence is D -
A - B - C); (D14,B14) and (Dout,Bout) (aircraft D is scheduled first
on air segment 14).

— -870
0 280 55 90 282/ N -1537
\
=24 g 42
ASN 336 66 -
870 o/ \ \
180
180 \38 \38
D) 288\ 86
(2 —a) Ta Mo
\ /
\ 20 -346 -104
N\ /
-180
\180,
1379
1379

-1458

Fig. 12. A feasible schedule for the numerical example.
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Fig. 13. Gantt charts for the optimal ASP solutions for the numerical example.
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Fig. 13 illustrates the Gantt chart of the 7 optimal ASP solutions
for the numerical example (we note that the optimal solution for
Avg Tardiness and Priority Equity is the same ASP schedule).
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