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Abstract—This paper presents a multiagent system (MAS) for
real-time operation of a microgrid. The proposed operational
strategy is mainly focused on generation scheduling and demand
side management. In generation scheduling, schedule coordinator
agent executes a two-stage scheduling: day-ahead and real-time
scheduling. The day-ahead scheduling finds out hourly power
settings of distributed energy resources (DERs) from a day-ahead
energy market. The real-time scheduling updates the power
settings of the distributed energy resources by considering the
results of the day-ahead scheduling and feedback from real-time
operation of the microgrid in real-time digital simulator (RTDS).
A demand side management agent performs load shifting before
the day-ahead scheduling, and does load curtailing in real-time
whenever it is necessary and possible. The distributed multiagent
model proposed in this paper provides a common communication
interface for all components of the microgrid to interact with one
another for autonomous intelligent control actions. Furthermore,
the multiagent system maximizes the power production of local
distributed generators, minimizes the operational cost of the
microgrid, and optimizes the power exchange between the main
power grid and the microgrid subject to system constraints and
constraints of distributed energy resources. Outcome of simulation
studies demonstrates the effectiveness of the proposed multiagent
approach for real-time operation of a microgrid.

Index Terms—Distributed energy resources, microgrid, multia-
gent system, real-time digital simulator, real-time operation.

I. INTRODUCTION

S MART GRID [1] represents a vision for the future power
distribution systems, which integrates advanced sensing

technologies, control methodologies and communication tech-
nologies into current electricity grid. Microgrid [2], [3] is an
innovative control and management architecture at distribution
level, which makes it easy to implement smart grid techniques
at distribution level.
The traditional energy management system (EMS) [4] mainly

consists of three components: System Control And Data Acqui-
sition (SCADA) system, state estimator (SE), and contingency
analyzer (CA). SCADA system serves as both data gathering
system and device control system. Data is collected from gener-
ation plants and substations through field remote terminal units
(RTUs) and then fed into master stations integrated in the con-
trol room of each control area. SE is used in the control room
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to improve the accuracy of the raw sampled data by mathe-
matically processing it to make it consistent with the electrical
system model. The resulting information for equipment volt-
ages and loadings is used in software tools like CA to simulate
various conditions and outages to evaluate the reliability of the
power system.
Operation of modern power systems [5], [6] becomes ex-

tremely complex with the introduction of distributed power
generation, load control, market operation, increasing com-
plexity of distribution networks, and a large number of inter-
connections. Consequently, real-time control and management
of modern power systems [7], [8] has become more complex.
Therefore, smart control and energy management [4], [9], [10]
systems that are different from those commonly used in the past
are necessary for efficient operation of modern power systems.
Control area operators need to have necessary capabilities to
obtain real-time status information of the equipment and system
components, adequately assess the system state, and predict
trends before the fact to respond rapidly even before events
start to unravel, and perform coordinated actions in real-time
across the service area. At the device level, hardware should
have the capability to provide reactive power, frequency control
and voltage control according to system needs and correspond-
ingly, rapidly reconfigure the system to a secure state through
disconnect switches, circuit breakers and power-electronics
based devices. Most of these requirements can be achieved by
providing a common communication interface [11], [12] for all
physical elements in the power systems.
Intelligent multiagent-based [13] modeling of power systems

is a promising approach to provide a common communication
interface for all agents representing the autonomous physical
elements in the power system. Furthermore, the distributed
nature and potential for modeling autonomous decision making
entities in solving complex problems motivates the use of
multiagent system for the operation of modern power systems
through implementing smart grid techniques. Even though
some researches [14]–[21] on this potential approach have
started in various places, most of these reported multiagent
systems are not implemented based on any industrial standards.
In addition, no proper multiagent system was implemented for
real-time operation of the modern power systems even though
the real-time study is necessary for the real reliable operation.
This paper proposes a multiagent system for real-time control

and management of a microgrid using RTDS [22] under simu-
lated real-time operational conditions. The multiagent system
was developed in JADE [23] which is a Foundation for Intelli-
gent Physical Agents (FIPA) [24] compliant open source multi-
agent platform. Agents in the multiagent system interact coop-
eratively [25] to optimize the operation of the microgrid. Mainly
two functions of the microgrid operation, demand side manage-
ment and generation scheduling, were demonstrated.
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Fig. 1. Schematic diagram of a hybrid microgrid.

Demand side management [26], [27] plays an important role
in smart grid operation. Controlling energy demand can reduce
the peak demand, and reshape the load profile, which increases
the grid sustainability by reducing the overall cost and carbon
emission level. This will lead to the avoidance of construction of
an under-utilized electrical infrastructure in terms of generation
capacity, transmission lines and distribution networks. Genera-
tion scheduling [25] determines the schedule of generation units
within the microgrid subject to operational constraints of the
microgrid and generation units. Significant cost savings can be
achieved by optimizing the generation schedules over the plan-
ning horizon.
The remaining paper is organized as follows. Section II

briefly explains the control and management of a microgrid.
Section III formulates the problems mathematically. Section IV
explains the proposedmultiagent system architecture. Section V
provides simulation studies and results. Section VI concludes
the paper.

II. MICROGRID CONTROL AND MANAGEMENT

A schematic diagram of a hybrid microgrid architecture is
shown in Fig. 1.
Microgrids can be operated as grid-connected systems in par-

allel with the main distribution grid, or as islanded systems if
they are disconnected from the main distributed grid. The oper-
ation of individual elements in the network can provide distinct
benefits to the overall microgrid performance. Therefore, effi-
cient control and management techniques should be developed
with a proper coordination strategy among the various elements.

A. Microgrid Management

As stated above, microgrid [2], [3] can operate in both grid-
connected and islanded modes. Its functionalities and control
structure depend on the mode of operation. The main objective

of the microgrid management is to optimize the local produc-
tion in both modes of operation. Some of the typical micro-
grid managerial functions are forecasting of electrical load and
heat demand, forecasting of power production capabilities of re-
newable energy sources, economical generation scheduling in-
cluding load shedding and emissions calculations, demand side
management, and security assessment. An overview of the spe-
cific functionalities of microgrid in each mode is given briefly
in the following sections.
Islanded Mode: In islanded mode, two requirements must

be fulfilled due to the unavailability of the utility grid: Power
balance between generation and load demand, and control of
voltage amplitude and frequency of the installation. Control-
lable micro sources such as engine generator, fuel cell, and en-
ergy storage system are responsible for ensuring the power bal-
ance by means of absorbing or injecting the power difference
between the renewable generation and local loads because re-
newable energy sources are noncontrollable energy sources. In
case of excess energy, the management system has to decrease
the output power of the controllable micro sources to maintain
the frequency and voltage of the microgrid. On the other hand,
if the available power is not enough to feed the local loads, the
management system will detach noncritical loads. In addition,
functions such as islanding, synchronizing of the microgrid with
the main grid, and black start capabilities are required to be han-
dled by microgrid in islanded mode.
Grid-Connected Mode: In grid-connected mode, power bal-

ance between generation and load demand, and the control of
the parameters are guaranteed by the utility grid. Thus, genera-
tors are regulated with the criterion of optimized economic ex-
ploitation of the installation. Renewable energy sources are con-
sidered more economical to generate energy locally than to buy
from the utility grid. Therefore, their references are calculated
with the objective of extracting the maximum power from re-
newable sources. In grid-connected mode, microgrid operates
as a constant power generator or a constant power load, and as a
filter for the active power injection to the utility grid or absorp-
tion from the utility grid.

B. Microgrid Control

Microgrid controllers [2], [3] are responsible for ensuring
that micro sources work properly at or near predefined oper-
ating points while satisfying the operating limits of the micro
sources. Microgrid control system is needed to handle the power
transfer according to necessity of the microgrid, disconnection
and reconnection processes, market participation, and heat uti-
lization for local installations. Furthermore, the microgrid con-
trol system is able to operate through black-start.Microgrid con-
trols can be classified as local controls, centralized controls or
decentralized controls according to the decentralization of re-
sponsibilities and functions of the controllers.

III. PROBLEM FORMULATION

In this paper, an intelligent multiagent system is proposed
for demand side management and generation scheduling func-
tions of microgrid management. Generator agents retrieve
power scheduling information, and send the set points to the
generators. A two-level generation scheduling system, with
day-ahead scheduling and real-time scheduling, is used in
this paper. Day-ahead scheduling is carried out for short-term
generation scheduling, and real-time scheduling performs
suitable corrections over the day-ahead schedules by analyzing
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Fig. 2. Proposed real-time operational architecture of a microgrid.

these schedules and real-time measurements. Demand side
management agent performs load shifting and load curtailment.
Load shifting algorithm is run a day in advance to optimize
the connection of controllable loads in accordance with some
optimization criteria. Load curtailment decreases the power
consumption of the controllable loads dynamically during the
real-time operation of the microgrid.
Fig. 2 shows the schematic diagram of the proposed real-time

operational architecture of microgrid.

A. Demand Side Management Problem

The proposed demand side management (DSM) technique
[28] schedules connection moments of each shiftable device
within the system in a way that brings the total load consump-
tion curve as close as possible to the objective load consump-
tion curve. The objective load consumption curve is generated
according to the criteria for deciding the optimal load consump-
tion. The criteria could be maximizing the use of renewable en-
ergy resources, maximizing the economic benefit by offering
bids to reduce demand during the peak periods, minimizing the
amount of power imported from the main grid, or reducing peak
load demand. The problem is mathematically formulated as a
minimization problem and is given as follows.
Minimize

(1)

where is the value of the objective curve at time
, and is the actual consumption at time , which is
given by the following equation:

(2)

where is the forecasted load consumption at time
, and and are the amounts of load con-
nected and disconnected at time respectively during the load
shifting.

is made up of two parts: the increment in load
at time due to the connection times of devices shifted to time

Fig. 3. Schematic diagram of a typical microgrid.

, and the increment in load at time due to the device connec-
tions scheduled for times that precede , which is given by the
following equation:

(3)
where is the number of devices of type that are shifted
from time step to , is the number of device types, and

are the power consumptions at time steps 1 and
respectively for device type , and is the total duration of
consumption for device of type .
Similarly, the also consists of two parts: the

decrement in the load at time due to delay in connection
times of devices that were originally supposed to begin their
consumption at time step , and the decrement in the load at
time due to delay in connection times of devices that were
expected to start their consumption at time steps that precede ,
and is given by the following equation:

(4)

where is the no of devices of type that are delayed from
time step to , and is the maximum allowable delay.
This minimization problem is subject to the following con-

straints.
Number of devices shifted cannot be a negative value.

(5)

Number of devices shifted from a time step cannot be more
than the number of devices available for control at that time step.

(6)

where is the number of devices of type available
for control at time step .
In addition, DSM agent curtails load to decrease the power

consumption of the controllable loads during the real operation
of the microgrid whenever it is necessary and possible.

B. Day-Ahead Scheduling Problem

A schematic diagram of the microgrid is shown in Fig. 3 to
illustrate the formulation of the problem.
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Day-ahead scheduling [25], [29] of a microgrid is mathemat-
ically formulated as follows.
The microgrid sells power to its internal loads at market

prices, and exchanges power with the main grid at market
prices. When the power produced by generating sources in the
microgrid is not enough, or too expensive to cover the internal
loads, power is bought from the upstream network, and sold
to loads at the same price. The microgrid maximizes its profit
by maximizing the revenues and exchanging power with the
main grid. The profit of the microgrid is found as follows:

(7)

(8)

(9)

where is the open market price, is the power from source ,
is the number of sources that offer bids for power production,

and is the bid from source .
This maximization problem is subject to a system constraint

which can be written as

(10)

where is the internal load of the microgrid.
In addition, the maximization problem is subject to the tech-

nical limits of each unit which are given as follows:

(11)

where is the renewable-battery power, and is the
net power from the distributed generators at time .

(12)

where is the total renewable power, and is the
battery power at time .

(13)

where is the total photovoltaic power, and is
the total wind power at time .

(14)

where is the total insolation on photovoltaic plant, and
is ambient temperature at photovoltaic plant at time .

(15)

where is the wind speed at wind plant at time .

(16)

where is the maximum renewable-battery penetration in
the microgrid.

(17)

where is the maximum battery power.

(18)
where and represent battery charges at time and

respectively, the battery efficiency, and is the
voltage at battery terminals at time .

(19)

where is the initial battery charge.

(20)

where is the final battery charge.

(21)

where is the maximum battery charge, and is the
minimum battery charge.
Furthermore, this maximization problem is subject to other

constraints [25] of the distributed generators such us fuel limits,
generation limits, and ramp up and ramp down limits.

C. Real-Time Scheduling Problem

According to the operational strategy proposed in this paper,
the real-time scheduling matches the supply and demand of
the microgrid in five minute intervals by taking the feedback
from the real-time simulation of the microgrid in RTDS, and
forecasted data at 5 min intervals. This provides continuous
matching of supply and demand in the microgrid.
The real-time supply and demand matching is mainly mon-

itored and controlled by the storage agent. When the real-time
matching goes beyond the capacity of the storage agent, the es-
timated error is calculated in each time step, and adjustments of
power settings of sources are assigned to each source in propor-
tion to their maximum generation capacities [8]. The adjustment
in power setting for source is given by the following
equation:

(22)

where is the scheduled power, is the maximum
power limit for the current market price, and is the mea-
sured power from the simulation.
This is subject to system constraints and unit constraints

which are given in the day-ahead scheduling problem. When-
ever the real-time matching goes beyond the capacity of
both the storage agent and other distributed sources, demand
side management agent curtails load to decrease the power
consumption of the controllable loads if it is possible for the
reliable operation of the microgrid.

IV. PROPOSED MULTIAGENT SYSTEM

The multiagent system proposed for simulating the real-time
operation of microgrid in real time digital simulator (RTDS)
[22] is shown in Fig. 4.
Fig. 5 shows the layered architecture proposed for real-time

control and management of the microgrid. The multiagent
system provides a common communication interface for all
agents representing the autonomous decision making elements
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Fig. 4. Schematic diagram of the system.

Fig. 5. Layered architecture of MAS.

in the microgrid. The proposed multiagent system was devel-
oped according to IEEE FIPA standards [24]. The multiagent
system was implemented in JADE [23] platform and was
interfaced with RTDS via TCP/IP protocol.
The microgrid was created in RTDS by arranging electrical

components from the customized component model libraries.
Insolation and temperature for the photovoltaic system, and
wind speed for the wind turbine were interfaced through the
analogue input ports of RTDS. During the microgrid operation,
the multiagent system uses RTDS to confirm the real-time
operation without violating any technical constraints.
The functions of each agent are defined according to the pro-

posed control architecture [14]–[16]. Each agent has the au-
tonomy to perform its functions which are constructed by a
number of behaviours. Generic architecture of an intelligent
agent in this multiagent system is shown in Fig. 6.
The multiagent system consists of intelligent agents repre-

senting autonomous elements in the microgrid, administrative
agents for managing real-time operation of the microgrid,
and agents for managing the multiagent system framework.
Each agent has its own knowledge base containing rules.
The decision making modules of the intelligent agents were
implemented using computational intelligence techniques and
mathematical tools. Agent communication was implemented
according to FIPA standards.

A. Agents in the Proposed MAS

The multiagent system consists of several distributed gener-
ator agents (DG Agent), load agents (Load Agent), a renew-

Fig. 6. Generic architecture of an intelligent agent.

able energy source agent (RES Agent), a storage system agent
(Storage Agent), a microgrid manager agent (MGM Agent), a
schedule coordinator agent (SC Agent), a demand side manage-
ment agent (DSM Agent), and other administrative agents. In
addition, it has a distributed database which stores data and in-
formation regarding all available agents, their tracks, and capa-
bilities. A brief description of the main agents is given below.
MGM Agent: This is the main agent responsible for control-

ling and managing the microgrid. Monitoring, scheduling and
managing the distributed energy resources, and performing de-
mand side management are some of the main functions of this
agent.
SC Agent: SC Agent is activated by MGM Agent whenever

generation scheduling is necessary for a period. This agent co-
ordinates and negotiates with DG Agents and Load Agents to
determine the most economical schedule for the period.
DSM Agent: This agent is responsible for demand side man-

agement of the microgrid. In this project, this agent runs a day-
ahead load shifting technique optimized by a Genetic Algorithm
(GA), and performs load curtailment dynamically.
DG Agent: This is responsible for monitoring, controlling

and negotiating the power level and status of the distributed
generator it represents. This agent has fixed data such as unit
name, minimum and maximum power limits, fuel cost coeffi-
cients, and variable data such as power setting and status.
RES Agent: This is responsible for monitoring, controlling

and negotiating the power level of renewable energy sources.
This agent is interfaced with another database to obtain relevant
meteorological data for feeding to the renewable energy source
models.
Load Agent: The load agent is capable of monitoring, con-

trolling and negotiating power level of the corresponding load
and its status. It acts based on the commands received from the
DSM Agent.
Storage Agent: This composite energy storage system

(CESS) agent manages the battery banks in the microgrid. This
agent monitors state of charge (SOC) of CESS, and responds to
the current SOC and requests from MGM Agent.
RTDS Agent: It represents the microgrid in real-time digital

simulator into the multiagent system.

B. Coordination Among Agents

A decentralized control architecture [14], [16], [25] is used
for operation of the microgrid. As per the functionalities de-
fined in the control architecture, the microgrid manager per-
forms the functions of distribution network operator (DNO) and
market operator (MO), which behave in a manner similar to
the independent system operator (ISO) and power exchange
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Fig. 7. Interaction of agents for day-ahead scheduling.

Fig. 8. Interaction of agents for real-time scheduling.

(PX) in the deregulated power system respectively. First, DSM
Agent carries out load shifting according to the wholesale elec-
tricity prices to minimize the operational cost, then the day-
ahead scheduling is carried out based on the day-ahead micro-
grid market.
In the day-ahead scheduling, distributed generators submit

their hourly bids to supply power over a 24-h window. The MO
handles the scheduling based on the bidding and operating cost
of generators. The DNO finalizes the schedules without any vio-
lation of technical constraints. Finally, the real-time scheduling
is carried out as proposed in the paper, and the power settings
of the distributed energy resources are adjusted according to the
proposed real-time management strategy. Load curtailment is
carried out by the DSM Agent whenever it is necessary and fea-
sible while ensuring that the system operates reliably.
In this simulation platform, intelligent agents interact with

other agents proactively. Interaction of agents and respective
messages for the day-ahead generation scheduling and load
shifting are shown in Fig. 7.
This loop runs only once a day to obtain generation sched-

ules for the following day. Interaction of agents and respective
messages for the real-time generation scheduling and load cur-
tailment are shown in Fig. 8.
This loop runs every five minutes while the microgrid is oper-

ating. In this paper, apart from the implementation of multiagent
system, some of the best practices in computational intelligence
(CI) techniques are also employed in decision making modules
of the agents. For example, a Genetic Algorithm (GA) [28] was
developed in the decision making module of the DSM Agent.

TABLE I
DETAILS OF THE DISTRIBUTED ENERGY RESOURCES

Fig. 9. Electrical network of the microgrid in RTDS.

V. SIMULATION STUDIES AND RESULTS

Simulation studies were carried out on a 750 kW residential
microgrid. The microgrid contains a photovoltaic (PV) system,
a fuel cell (FC), three distributed generators (DG) (i.e., two mi-
croturbines (MT) and a diesel engine) and a battery bank. De-
tails of these sources are given in Table I.
The electrical network of the microgrid was modeled in

RTDS, which is shown in Fig. 9. The whole microgrid is
operated at 410 V. Maximum power transfer capability of the
interconnection link between the main grid and the microgrid is
100 kVA. Simulation studies were carried out for a typical day.
Photovoltaic power production is calculated from the model
given in RTDS library.
Perfect forecasting of solar radiation, atmospheric tempera-

ture, wind speed, and load were considered for the simulation.
Hourly wholesale energy prices and load profile of the micro-
grid are given in Table II.
Battery bank has an initial charge of 75%. The load contains

75% of critical loads and 25% of noncritical loads at all the
times. Both critical and noncritical loads are modeled as lumped
loads in RTDS. The individual devices are not modeled sep-
arately. Noncritical load contains several types of controllable
devices. The various device types in themicrogrid and their con-
sumption patterns are given in Table III.
There are over 2600 controllable devices available in the mi-

crogrid from 14 different types of devices. It is observed that
demand side management agent has managed to bring the final
consumption closer to the objective load curve. The simulation
results obtained from load shifting by the DSM Agent are given
in Fig. 10. The utility bills for the microgrid with and without
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TABLE II
FORECASTED LOAD AND WHOLESALE ENERGY PRICES

TABLE III
DATA OF CONTROLLABLE DEVICES IN THE MICROGRID

Fig. 10. Load profile of after load shifting by DSM agent.

load shifting are $1151.45 and $1094.15 respectively. There-
fore, there is about 5.0% reduction in the operational cost by
load shifting.
Results of generation scheduling of themicrogrid in grid-con-

nected mode are given in Fig. 11 and Fig. 12.
Fig. 11 shows the outcome of day-ahead scheduling of the

grid-connected microgrid for the day. The microgrid receives
power from the main grid from 18 h to 22 h, and supplies power
to the main grid during remaining hours of the day. The power
exchange between the main gird and the microgrid is at its max-
imum of 100 kW from 1 h to 17 h, but the power from the DGs

Fig. 11. Day-ahead hourly schedule of DERs in grid-connected microgrid.

Fig. 12. Real-time scheduling of DERs in grid-connected microgrid.

are not at their maximum levels for the wholesale energy prices
at the period. Therefore, it is possible to supply evenmore power
to the main grid if the power transfer capacity of the intercon-
nection link is increased.
Fig. 12 shows outcome of real-time scheduling of the grid-

connected microgrid for the day. The results show that the real-
time scheduling works as proposed, and maintains the stability
of the microgrid. Four different situations can be clearly no-
ticed in this figure. First, point A, it is a typical situation in
real-time operation. As proposed, the load fluctuation is satis-
factorily managed by the storage agent. Then, point B, when
the load fluctuation goes beyond the capacity of storage agent,
it is satisfied by the available DGs for the market price on time.
Then, point C shows a situation when photovoltaic power drops
due to some unexpected reasons such as cloud or shadow. In
this case, it is managed by storage agent and DG Agents. Fi-
nally, point D, when the load fluctuation goes beyond the ca-
pacity of both storage agent and DG Agents, the microgrid has
no other option but to call DSM Agent to do load curtailment
or load shedding. In this case, DSM Agent has done some load
curtailment, as seen from the figure.
Results of generation scheduling of the microgrid in islanded

mode are given in Figs. 13 and 14. Fig. 13 shows outcome of
day-ahead scheduling of the islanded microgrid for the day. The
microgrid effectively manages serves its internal load from its
sources except during the peak demand period from 19 h to 22
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Fig. 13. Day-ahead hourly schedule of DERs in islanded microgrid.

Fig. 14. Real-time scheduling of DERs in islanded microgrid.

h. During this period, DSM Agent carries out some load curtail-
ment.
Fig. 14 shows outcome of real-time scheduling of the islanded

microgrid for the day. The results show clearly that the real-time
scheduling works as proposed, and maintains the stability of
the microgrid even in the islanded mode. The four situations as
explained above for Fig. 12 can also be seen clearly in the case
of islanded operation.

VI. CONCLUSION

This paper presents a multiagent system for real-time op-
eration of a residential microgrid in both grid-connected and
islanded modes with a RTDS. The multiagent system was
developed in an open source IEEE FIPA compliant platform,
and a two-stage operational strategy was implemented on
the multiagent system. The outcome of the simulation studies
demonstrates the effectiveness of the proposed control and man-
agement technique, and shows the possibility of autonomous
built-in operation of a microgrid with a multiagent system.
The two stage scheduling described in the paper appears to
be a useful tool for efficient management of a microgrid. The
simulation studies have shown that the operational strategy is
able to tackle both economical and technical objectives of the
operation. Further developments of the scheduler will be inves-
tigated for control and management of large scale distribution
networks in future, which will lead toward actual smart grid
development.
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