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Robust PSS Parameters Design Using
a Trajectory Sensitivity Approach

S. Q. Yuan and D. Z. Fang

Abstract—A new model for coordinated optimal design of power
system stabilizers (PSSs) is proposed for damping low frequency
power oscillation of interconnected power systems and enhancing
overall performance of both transient and small-signal stability.
In this model, a novel objective function is constructed using rotor
speeds of generators in a post disturbed period. Trajectory sen-
sitivity mapping technique is proposed to evaluate the approxi-
mate gradients of the objective function relative to the PSS param-
eters. With the gradients, conjugate gradient method is employed
to assess the PSS parameters for minimizing the objective func-
tion. Two schemes of gradient formulation and optimization pro-
cedure are suggested and compared. The model and effectiveness
of the method are verified by eigenvalue assessments and time do-
main nonlinear simulations on the IEEE four-generator and the
ten-generator New England test systems.

Index Terms—Optimization methods, power system dynamic
stability, sensitivity analysis.

I. INTRODUCTION

I N modern interconnected power systems, power system
stabilizer (PSS) is widely utilized to damp low frequency

power oscillations and to improve small signal stability [1].
Generally, a PSS design includes two aspects, the choice of
the PSS installation site and the design of the PSS parameters.
Eigenvalue analysis and participation methods [1], [2] have
been used in the problem of selection PSS site. Various methods
such as electric torque analysis, phase compensation and pole
replacement [3]–[6] have been proposed and utilized in the
design of PSS parameters. New methods in robust design of
PSS parameter have been appeared in more recent literatures
[7]–[11]. However, all these PSS parameter design methods are
based on a linear system model of power systems at a certain
operating point.

One shortcoming for an effective PSS setting for small-signal
stability is that the synchronizing torque may be impaired fol-
lowing a large disturbance [2]. A viable way to overcome this is
a discontinuous excitation control scheme called transient sta-
bility excitation control [1], whose implementation sometimes
needs remote telemetered signals. This paper proposes a trajec-
tory sensitivity based method to address this problem, i.e., to
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enhance both small and large-signal stability by one PSS pa-
rameter setting only.

Trajectory sensitivity approach was originally applied in the
system control and parameter estimation [12], [13]. A method
for trajectory sensitivity simulation of hybrid differential and
algebraic discrete systems has been reported in [14]. Recently
it has also been successfully applied in analysis of grid dis-
turbance [15], in transient stability analysis and control [12],
[16]–[18] and in tuning limiter of system nonlinear controller
[19], [20].

Approach of nonlinear trajectory simulation has been widely
utilized in verifying the effect of PSS parameter design [7]–[11].
Trajectory sensitivity enables us to extrapolate the system dy-
namic behavior for a small change in system parameters. It
is possible to extend its applications to the area of optimal
PSS parameter design for enhancing system overall stability
by damping low frequency oscillations. In this paper, an ob-
jective function represented by generator speeds is introduced
to measure the PSS effect on damping system oscillations.
A trajectory sensitivity mapping technique is developed to
evaluate the gradient of the objective function with respect
to PSS parameters and to coordinately tune PSS parameters.
Case studies on the four-generator and the ten-generator New
England test systems validate effectiveness of the approach on
PSS parameter design.

The organization of this paper is as follows. Section II
presents the basic formulation of trajectory sensitivity in power
system model. The model and methodology for robust setting
of PSS parameters is established in Section III. Sections IV and
V are case studies and conclusions.

II. MODELS FOR TRAJECTORY SENSITIVITY ASSESSMENT

The dynamic model of a multimachine power system can gen-
erally be described by the following differential-algebraic equa-
tions (DAE).

(1)

(2)

where vectors and stand for state and algebraic variables;
vector for PSS parameters to be tuned. Fig. 1 provides the
block diagram of a typical lead-lag PSS [1] together with a
thyristor-type excitation system, where the input signal for PSS,

is the deviation of the generator rotor speed
from the system synchronous speed . Assume that in the PSS
parameter design, the time constant of the washout filter, , the
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Fig. 1. Structure of thyristor-type excitation system and PSS used in the
studies.

lead-lag time constants, and , and the bounds of PSS output
signal, and are prespecified parameters, and the
gain factor, , the phase lead-lag time constants, and ,
are the PSS parameters to be designed. The assumption implies
that parameter vector in (1)–(2) consists of and of
all considered PSSs. The excitation system is described in the
Appendix.

DAE system (1)–(2) represent a trajectory system. Time do-
main trajectory solutions of (1)–(2), and , can be ob-
tained by a numerical integration algorithm, such as the implicit
trapezoidal rule based sub-tree reduction method [21].

For system (1)–(2), the trajectory sensitivity with respect to
parameter vector can be expressed by the following [12]:

(3)

where notation definitions are:

and , respectively.
It is easy to see that due to in (3) is
independent on . Hence (3) can be represented by the
following:

(4)

Similarly in definition of
and

, the following can be derived by differenti-
ating both sides of (2) with respect to parameter vector :

(5)

Equations (4) and (5) describe a linear time-varying system,
whose time domain solutions are called -trajectory sensitivity
in [12].

Let and
for short. Assume and have just been obtained by the im-
plicit trapezoidal integration approach. Using the implicit trape-
zoidal rule, the and can be evaluated by solving the linear
algebraic equation shown in the following:

(6)

where

and is the integration time step.
Comment: The coefficient matrix on the left-hand side of

(6) is exactly the same as the Jacobian-matrix used in the final
Newton iteration at each time step of the implicit trapezoidal
integration for computation of and . Hence, the computa-
tion burden for trajectory sensitivities and at each discrete
time is approximately the same as an extra Newton iteration
added at each time step of numerical integration, which is not
heavy at all.

III. MODEL AND APPROACH FOR PSS PARAMETER DESIGN

A. Model of PSS Parameter Design

The purpose of the parameter design is to make the PSSs pro-
vide proper damping for power oscillations such that the dis-
turbed system can reach its stable equilibrium point as quickly
as possible. In understanding that power system oscillations are
caused by generator angle swings, the generator speeds for typ-
ical disturbances within a time period is used to construct an
objective function in the PSS parameter design. For robustness
of the designed PSS controller, several typical operational con-
ditions are considered in the form of the objective function. The
following equations present the objective function and the con-
straints of the PSS parameter design model:

(7)

(8)

where stands for the number of operating conditions, for
the number of PSSs considered in the parameter design, for
the number of simulation time steps, and for generator
rotor speed of a PSS-equipped generator with respect to the
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speed center of inertia (COI) [22]. The objective function eval-
uated with the post-disturbance generator rotor speeds is an im-
plicit function of the PSS parameters. Generally, the generator
rotor speeds are obtained by integration of the system (1)–(2)
and they are transformed into COI reference by the following:

(9)

where stands for the system

speed COI at step for condition is
the number of generators of the system and is the inertia
constant of the th generator [22].

From (9), sensitivity of to parameter (the specific
elements of vector in the application are discussed in the next
two subsections), denoted by (which is also a vector),
can be calculated with the following:

(10)

At each discrete time , the and of all genera-
tors are obtained by the trajectory and trajectory sensitivity sim-
ulation approaches presented in Section II, and then, the
and of all generators with PSS to be tuned are evalu-
ated by (9) and (10). At last, the gradient vector of the control
objective to the PSS parameters, , is evaluated by the fol-
lowing:

(11)

Comment: As the PSS parameters are not explicitly included
in the objective function, this gradient vector is not analytical
but a numerical one with a similar role. The usefulness of the
gradient information lies in its ability to measure the relative
effect of each PSS parameter contributing to the power system
dynamics near a small neighborhood of the considered typical
operation points.

B. Procedure of PSS Parameter Design

In this subsection, a procedure designed by the classical con-
jugate gradient method [23] is used to solve the programming
model (7)–(8). To prevent from being tracked into local min-
imum where the power system configuration is small-signal in-
stable, the initial PSS parameters for the optimization problem
are suggested to be derived by the conventional PSS design
methods [1]–[11]. Thus, the proposed method concentrates on
improving the transient stability without much impairment to
the small-signal stability and thus achieves the enhancement of
overall system stability.

The PSS parameters can be arranged into a vector as in the
following:

(12)

Then the PSS parameter design procedure is summarized as fol-
lows (Scheme I).
Step 1) Set the iteration counter , and assign the initial

value of PSS parameters . Evaluate the initial
gradient by (11). Set the
initial search direction .

Step 2) In the direction of , golden section method [23]
is adopted to search for an optimal step length pa-
rameter to make the object function
minimum on condition that

and that constraint (8) are all satisfied. If
is a toler-

ance threshold), go to Step 5. The convergence con-
ditions for the golden section method are a tolerance
threshold of 1e-4 for the objective function and the
maximum iteration number of 10.

Step 3) Evaluate the gradient
by (11). Calculate the coefficient

and
the new conjugate gradient vector

.
Step 4) Set and go back to Step 2.
Step 5) End.

Comment: In Step 2, the upper and lower bounds constrained
by (8) can be easily met in the line search problem along a spec-
ified conjugate gradient direction. Firstly, the largest interval
available for golden section method is found by checking the
following, then evaluation of objective function goes and the
remaining subinterval dwindles:

(13)

In (13), elements and are the th component of
-dimension vectors and , respectively. Thus with

the minimum nonnegative calculated by (13), the largest
interval for golden section search is set as .

C. Variant on the Element Formulation of Gradient Vector and
the Optimization Procedure

The methodology in the above subsections already seems ad-
equate for the convergence of the conjugate gradient method to
reach a local minimum. However, the authors noticed that in the
numerical case studies, the candidate range for one-dimension
searching, i.e., mentioned above, could be too small
to reach an effectively new PSS parameter configuration. This
situation happens especially when one of the three parameters
of a certain PSS is on its bound and the corresponding gradient
element tends to enhance that exceeding in the next iteration.
To hasten the iterative process and to avoid such a premature
local minimum for the optimization procedure, another scheme
(Scheme II) is proposed as follows.
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Fig. 2. Iteration procedure for the scheme with a series of lower dimension
vectors of PSS parameters.

The previous PSS parameter vector for the entire power
system is now decomposed into a series of vectors shown in the
following, each belonging to one PSS:

(14)

Then the element formulation for the gradient vector transforms
in the same way, e.g., is the initial
gradient vector for the th PSS. Accordingly, PSS parameter
design procedure should go sequentially, with one PSS tuned
after another. The flowchart is illustrated in Fig. 2. Note that
the kernel optimization block is almost unchanged as described
in the above subsection except that the notations in the afore-
mentioned steps are appended with subscript for each PSS
and that in (13) becomes 3. The convergence criterion is
that the value of objective function changes little after two suc-
cessive iterations. The iteration counter may be limited to a
certain number to stop prolonged iteration if necessary. For-
tunately, numerical case studies in the next section converged
quickly enough.

IV. CASE STUDIES

A. Test on the Four-Generator Power System

To show the effect of the PSS on damping the interarea
electromechanical mode power oscillation, the proposed
method was tested on the four-generator test power system [1]
shown in Fig. 3. In the test, all four generators are represented
by the double-axis model, and are equipped with PSS and
thyristor exciter shown in Fig. 1. The loads are represented by
constant impedance. The PSS prespecified parameters, initial
values and bounds used in the PSS design method are shown
in Table I. Physical implementation is taken into account when
the bounds are chosen.

To enhance the robustness of PSS control, three operation
conditions are considered in constructing the objective function
of (7):

1) the base operational condition;
2) outage of one of 7–8 lines with loading conditions de-

creased to 0.95 p.u.;
3) 50-MW generation shifts from G3 to G2.

Fig. 3. Configuration of the IEEE four-generator test power system.

TABLE I
PARAMETERS, INITIAL VALUES, AND BOUNDS FOR

THE ORIGINAL PSS PARAMETER SETTING

TABLE II
EIGENVALUES, FREQUENCIES, AND DAMPING RATIOS OF ELECTROMECHANICAL

MODES FOR THE ORIGINAL PSS PARAMETER SETTING

Eigenvalues, their frequencies and damping ratios of electro-
mechanical modes obtained under the three conditions for the
original PSS parameter setting are listed in Table II.

The disturbance used in the proposed method is a three-phase
short-circuit fault at Bus 8 happened at 0.5 s and cleared at 0.6
s. Such a disturbance could arouse the interarea oscillation in
the system. The value of objective function for the base case is
0.2352.

Two schemes of PSS parameter design are conducted, started
from the base parameter in Table I. The intermediate conju-
gate gradient vectors and other information during the iterative
process are given in Tables III and IV. Tables V and VI present
eigenproperties of electromechanical modes for the resultant
PSS parameters. Nonlinear simulations have been performed
under the base operation condition for a three-phase short-cir-
cuit at Bus 9 cleared after 0.1 s with and without one of 8–9
lines tripped. The swing angles with respect to COI reference
are plotted in Figs. 4 and 5.

It can be inferred that both schemes could find a PSS configu-
ration that alleviates the dynamic oscillation post-fault, and the
indices for small-signal stability keep meeting common crite-
rion, if not better than the original one. With both the trajectory
sensitivity approach and eigenproperty analysis, we can choose
a robust PSS parameter design that meets the requirements of
both the transient and small-signal stability. Moreover, Scheme
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TABLE III
INTERMEDIATE DATA DURING ITERATIVE PROCESS FOR SCHEME I ON IEEE FOUR-GENERATOR CASE

Fig. 4. Swing curves for the contingency with one of Line 8–9 tripped.

Fig. 5. Swing curves for the contingency without line tripping.

II is better than Scheme I because although both converge after
two iterations, Scheme II is better at preventing premature con-
vergence and thus can find a better local optimum.

B. Test on the New England System

To demonstrate the effectiveness of the proposed method on
a larger and more complicated power system, the readily acces-
sible ten-generator 39-bus New England system [24] is adopted.

Fig. 6 shows the configuration of the test system. All generators
are represented by the double-axis generator model with both
PSS and thyristor-type exciter shown in Fig. 1. To reinforce the
nonlinearity during dynamics, all loads are composed of 40%
constant impedance component and 60% constant power com-
ponent.

The PSS prespecified parameters, initial values are shown in
Table VII. The bounds for PSS parameters are the same with
Table I. To simplify the result presentation, only the base op-
eration condition and Scheme II are considered. In Case 1, a
three-phase short-circuit fault at Bus 5 happened at 0.5 s and
cleared at 0.6 s is used to cause a large disturbance. The rela-
tionship between the value of objective function and the accu-
mulated times of golden search method being applied (described
in Step 2 of Scheme I) can be inferred from Fig. 7(a); Fig. 7(b)
shows the relationship between the value of objective function
and the times of new conjugate gradient direction being calcu-
lated. Note that there are ten dots in Fig. 7(b), which means that
one iteration in Fig. 2 was conducted. The resultant PSS pa-
rameter setting is listed Table VIII, and eigenvalues for electro-
mechanical modes of both PSS parameter settings are plotted in
Fig. 8.

The improvement on transient stability can be demonstrated
by Figs. 9 and 10, where a three-phase short-circuit fault at Bus
8 happened at 0.5 s and cleared at 0.6 s was simulated. The
optimized PSS setting causes smaller amplitudes during tran-
sient dynamics. The weakening of damping ratio and real part
of eigenvalues in Fig. 8 is compensated by the improvement on
transient stability, and thus the overall system stability may be
enhanced, if both meet some engineering experience. Neverthe-
less, a damping ratio less than 0.06 is hardly adequate in this
case. So in Case 2, a smaller disturbance, a three-phase short-cir-
cuit fault at Bus 5 happened at 0.5 s and cleared 0.05 s later, is
used to for the optimization problem instead.

The resultant PSS parameter setting is listed Table IX; the
lowering process of objective funcion along optimization and
the resultant eigenvalues for electromechanical modes are
plotted in Fig. 11. Fig. 12 is the swing angles simulated with
the resultant PSS parameters in Case 2 for the same fault as
Figs. 9 and 10.

Note that the two increases in the objective function during it-
erative process in Fig. 11(a) led to the unaltered PSS parameters
for Gen2 and Gen9 in Table IX. This means there are situations
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TABLE IV
INTERMEDIATE DATA DURING ITERATIVE PROCESS FOR SCHEME II ON IEEE FOUR-GENERATOR CASE

TABLE V
EIGENVALUES, FREQUENCY, AND DAMPING RATIOS OF ELECTROMECHANICAL

MODES FOR THE PSS PARAMETER SETTING DERIVED BY SCHEME I

TABLE VI
EIGENVALUES, FREQUENCY, AND DAMPING RATIOS OF ELECTROMECHANICAL

MODES FOR THE PSS PARAMETER SETTING DERIVED BY SCHEME II

where no acceptable step is found along the given conjugate gra-
dient direction. By comparison of Cases 1 and 2, it can be seen
that the already good transient dynamics worsen little while ad-
equate small-signal stability could be retained through changing
the dynamic conditions used in optimization process.

Another verifiable way for checking improved transient sta-
bility by the proposed method is to check the critical clearing
time (CCT) for a three-phase short-circuit fault at Bus 14 cleared
by tripping Line 14–15. The CCTs for the base case, Cases 1
and 2 are 0.04 s, 0.20 s and 0.23 s, respectively, from which it
can be concluded that the transient stability is greatly enhanced
without too much deterioration in small-signal stability.

V. CONCLUSION

A trajectory sensitivity-based robust PSS parameters design
method is developed in this paper. A new control objective func-

Fig. 6. Configuration of the ten-generator 39-bus New England test power
system.

Fig. 7. Relationships between the value of objective function and the number
of (a) PSS parameters and (b) new conjugate gradient being evaluated for Case
1, respectively.
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Fig. 8. Eigenvalues for electromechanical modes (a) before and (b) after opti-
mization for Case 1, respectively.

TABLE VII
PARAMETERS, INITIAL VALUES, AND BOUNDS FOR

THE ORIGINAL PSS PARAMETER SETTING

TABLE VIII
PARAMETERS DERIVED BY SCHEME II FOR CASE 1

Fig. 9. Swing curves relative to COI for the base PSS setting.

tion represented by rotor speeds of PSS-installed generators in
post-disturbance period is utilized. The aim is to improve tran-
sient stability while retaining small-signal stability and thus to

Fig. 10. Swing curves relative to COI for Case 1.

Fig. 11. For Case 2: (a) relationships between the value of objective function
and the number of PSS parameters being evaluated; (b) eigenvalues for electro-
mechanical modes after optimization.

Fig. 12. Swing curves relative to COI for Case 2.

enhance overall system stability. Gradient of the objective func-
tion is evaluated through trajectory sensitivity mapping tech-
niques. Using the gradients, the optimization problem is solved
by the conjugate gradient method. The case studies validate that
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TABLE IX
PARAMETERS DERIVED BY SCHEME II FOR CASE 2

TABLE X
PARAMETERS FOR EXCITATION SYSTEM

the PSS parameters designed by the proposed method can ef-
fectively damp large power oscillations but still maintain good
small-signal stability. This method is of potential for coordi-
nating parameters setting of PSSs and FACTS supplementary
stabilizers.

APPENDIX

The thyristor-type excitation system shown in Fig. 1 is used
throughout this paper, with the parameters listed in Table X [24].
The block TGR stands for transient gain reduction [1].
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