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The problem of link prediction in temporal networks has attracted considerable recent at-
tention from various domains, such as sociology, anthropology, information science, and
computer science. In this paper, we propose a fast similarity-based method to predict the
potential links in temporal networks. In this method, we first combine the snapshots of the
temporal network into a weighted graph. A proper damping factor is used to assign greater
importance to more recent snapshots. Then, we construct a sub-graph centered at each
node in the weighted graph by a random walk from the node. The sub-graph constructed
consists of a set of paths starting from the given node. Because the similarity score is
computed within such small sub-graphs centered at each node, the algorithm can greatly
reduce the computation time. By choosing a proper number of sampled paths, we can re-
strict the error of the estimated similarities within a given threshold. While other random
walk-based algorithms require O(n?) time for a network with n nodes, the computation
time of our algorithm is O(n?), which is the lowest time complexity of a similarity-based
link prediction algorithm. Moreover, because the proposed method integrates temporal and
global topological information in the network, it can yield more accurate results. The ex-
perimental results on real networks show that our algorithm demonstrates the best or
comparable quality results in less time than other methods.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Networks can naturally describe various social structures. In such networks, vertices denote individuals, while the edges
represent relations among the individuals, such as corporations or companionship. Social network analysis has drawn in-
creasing attention in the fields of sociology, computer science, and physics. It analyzes and explores the potential relations
between social objects. Recently, complex network analysis has also drawn much attention in many commerce fields, such
as e-business analysis and market modeling.

One of the most important research areas in network analysis is link prediction [46]. The objective of link prediction
is to forecast prospective links from existing topological information of the network or identify unobserved links from the
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existing network structure. Link prediction is exploited to identify and categorize the human behavior and activity [1] in
social networks. Link prediction can be applied to detect criminals and terrorists via their secret contacts [29] in social
security networks. Link prediction is also employed to analyze the trend of changes in sensor networks [48], to perform
web searches in the World Wide Web [17], to obtain the best possible routing [18], and to guarantee the confidentiality
of information transmission [27]. In recent years, bipartite link prediction has been widely applied in areas such as recom-
mendation [32,42,47], scientist-paper cooperation analysis [24], scientific paper impact prediction [22], medical parameter
network analysis [19,20], and protein interaction prediction [13].

As relations between individuals in networks vary dynamically, links in social networks are continuously changing. Old
links will possibly disappear from the network, while new ones may emerge constantly. For example, email communications
between friends, transactions between businesses, and partnerships between scientific researchers change over time. Thus,
the link prediction methods must be able to detect the changes of relationships among individuals in a dynamic network.
In recent years, many methods for identifying latent or prospective links in dynamic networks have been proposed.

Similarity-based methods are the most common approach used for link prediction. In such methods, each pair of node
is associated with an index to indicate the similarity between the corresponding nodes. This similarity quantifies the like-
lihood of link existence in the graph. Some essential attributes of the nodes can be used to define their similarity, such
as common features or topological structures between the nodes [44]|. Many studies in social networks have shown that
a higher similarity may exist between individuals who are close to each other [2,11]. Structural similarity indexes are of-
ten used in popular similarity-based methods. There are three categories of similarity indexes: local indexes, quasi-local
indexes, and global indexes. To calculate local indexes, only the neighbor information of each node is required. Such lo-
cal indexes include Common Neighbors, Jaccard, Salton, Sorensen, Preferential Attachment, Hub Depressed, Hub Promoted,
Adamic-Adar, Resource Allocation, and Leicht-Holme-Newman (LHN1) indexes [29]. Quasi-local indexes require more struc-
tural information than local indexes and less information than global indexes. Quasi-local indexes include Local Random
Walk, Superposed Random Walk [26], and Local Path Index [28,50]. Global indexes require comprehensive information for
link prediction tasks. They use global topological information of networks, such as the Katz, Matrix Forest Index (MFI), and
Leicht-Holme-Newman (LHN2) indexes [29]. In general, the use of global indexes can yield higher-quality prediction re-
sults than quasi-local and local indexes. However, local indexes require less information than global ones. Another class of
similarity-based methods is random walk methods. Those methods include SimRank [3], Random Walk with Restart, Cos+,
and Average Commute Time [29]. Based on random walk, B. Chen et al. [9] presented an algorithm for predicting links to
nodes of interest. The method first constructs a subgraph centered at the node the user is interested in. Then, it computes
the similarity score in the subgraph.

Some methods predict potential links by exploring the structural characteristics of the network. Purnamrita et al.
[36] presented a nonparametric method for link prediction in temporal networks. This method partitions the time domain
into subsequences represented by graph snapshots. Their method predicts connections between nodes based on their topo-
logical features and local neighbors. Kim et al. [21] proposed an approach to identify potential links in networks. Their
approach is based on node centrality, which can predict the future importance of nodes. Murata et al. [30] investigated
the relationship between graph structure and link occurrence. They advanced a weighted proximity-based method for link
prediction in social networks.

For temporal network link prediction, some methods employ machine-learning techniques. Vu et al. [45] proposed
a continuous-time regression model that can integrate time-varying regression coefficients and time-dependent network
statistics. Pujari et al. [35] used a supervised rank aggregation approach to predict potential links in temporal networks. Zeng
et al. [49] presented a method using semi-supervised learning. To predict potential links in a network, their method exploits
the latent information of the node pairs that are not currently linked. He et al. [15] advanced a link prediction ensemble
algorithm using an ordered weighted averaging operator. The algorithm assigns weights for nine local information-based
link prediction algorithms and then aggregates their results to obtain the final prediction scores. Bao et al. [4] advanced a
network link predictor using principal component analysis to identify features that are important to link prediction. Madad-
hain et al. [33] proposed an event-based link prediction approach on temporal networks. By applying machine-learning and
data-mining techniques, their approach is able to forecast potential cooperation between individuals in social events. Using
data-mining techniques such as frequent-pattern and association-rule mining, Bringmann et al. [7] advanced a method for
link prediction in temporal networks. To avoid the high computational cost of optimization in machine-learning methods,
some heuristic methods are employed in link prediction. Catherine et al. [6] presented a method for predicting future links
by applying the covariance matrix adaptation evolution strategy. Based on ant colony optimization, Sherkat et al. [43] intro-
duced an unsupervised link prediction algorithm.

Probabilistic model-based methods are also used in link prediction on complex networks. Hu et al. [16] presented a
probabilistic model to discover individual actions in social networks. They also proposed an approach employing a genetic
algorithm to optimize the model. Barbieri et al. [5] proposed a stochastic link prediction model on directed graphs with node
attribute features. In addition to predicting links, the model also provides explanations for the links detected. To estimate
the probability of a link appearance, Gao et al. [12] presented a model that exploits various types of information in the
temporal network. For link prediction in a user-object network, Ji Liu et al. [25] proposed an approach that takes both
time attenuation and diversion delay into consideration. By extending the exponential random graph model, Hanneke et
al. [14] advanced a set of statistical models for dynamic network link prediction. Because the probabilistic model proposed
needs to know the distribution of link occurrence, it is impractical for link prediction in a real-world network.
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In this work, we present a fast similarity-based algorithm to predict the future links in temporal networks. In the method,
we first combine snapshots of temporal networks into a weighted graph using a damping factor to assign greater importance
to more recent networks. Then, a sub-graph is generated by random walks from each node. Then, the similarity score is
computed within the small sub-graph centered at each node to reduce the computation time. By choosing a proper number
of sampled paths, we can restrict the error of the estimated similarities within a given threshold. While other random
walk-based algorithms require O(n3) time for a network with n nodes, the computation time of our algorithm is O(n2),
which is the lower bound of the time complexity for similarity-based prediction algorithms. Moreover, the proposed method
integrates global topological and temporal information, and demonstrates the best or comparable quality results in less time
than other methods.

The remainder of this paper is organized as follows. Section 2 defines the transformation matrix for link prediction in
temporal networks. Section 3 discusses local random walk methods and their indexes for link prediction. In Section 4, we
present a sampling-based algorithm for link prediction. The time complexity of the algorithm is analyzed in Section 5. In
Section 6, experimental results of our methods on real datasets are analyzed and compared with those of other methods. In
Section 7, we conclude this work.

2. Transformation matrix for temporal networks

Because relations between social individuals are continuously varying and evolving, link probabilities in real social net-
works are also changing constantly. Thus, it is necessary that link prediction methods be able to detect the changes of
relationships among individuals in a dynamic network. We use an undirected and un-weighted graph to represent the
network. Let V={vq, v, .., vy} be a set of vertices, and the temporal uncertain network can be described by snapshots
Ge=(V, Et, Ar) fort=1, 2, ..., T, where Tis the time window size. We use a list of symmetric matrices Ay, Ay, ..., Ay, to denote
the adjacency matrices of graphs Gy, G, ..., Gy, respectively. The binary value of A(i, j) indicates the existence of an edge
linking nodes i and j, i, j=1, 2, .., n, during the time period ¢, t=1, 2, .., T. Given the initial time ty and a sequence of
graphsGy,, G 41, - Gey 471, the goal of link prediction is to predict the occurrence probabilities of edges at time to+T.

In this work, we specify the output of a link prediction problem as an nxn matrix S¢(i, j) with each element i, jas a
similarity score that is proportional to the predicted occurrence probability of edge (i, j) at time t.

Recently, some approaches have been advanced to detect potential or future links in temporal social networks. Most
such methods treat temporal networks as one-time events and ignore the time that a link occurs. In this work, we exploit
temporal and topological information to predict potential links. In our proposed method TS-VLP (time series vertex link
prediction), we integrate the sequence of adjacency matricesGy, Gy, ..., Grinto one combined graph G; r with the adjacency
matrix A, 1. In the evolution of a temporal network, recent snapshots are more reliable for future link prediction, and they
should be emphasized to obtain more accurate prediction results. To give larger emphasis to more recent information, a
damping factor is used in our method. Based on the damping factor, we define the transformation matrix A 1 as follows.

Definition 1 (transformation matrix). Let a temporal network be described by snapshots G;=(V, E, A;) for t=1, 2, ..., Ty. A
list of symmetric matrices Ay, Ay, ..., Ay, are the adjacency matrices of graphs Gy, Gy, ..., Gy, respectively. The transformation
matrixA;, ris defined as

T
A=) YA, O0<y <1 (1)

t=1

In (1), y is the damping factor. Generally, setting a proper value of y is problem-dependent. For example, small values
of y can be suitable for rapidly changing networks, while in networks with high stability, high values of y can work more
efficiently. In our proposed method, this transformation matrix A; r is used as the adjacency matrix for link prediction on
the temporal networks series Gty, Gy11, - Geg7—1-

3. Local random walk

In the similarity-based method, the purpose of link prediction is to estimate a similarity score, denoted as S(x, y), for
each node pair (x, y) € U in network G=(E,V),here U is the universal edge set, namely, the set of edges in the complete
graph with the same node set V. For a node pair (x, y) € U\ E, the score S(x, y) reflects the similarity between nodes x and
y. A larger similarity S(x, y) between nodes x and y indicates that they are more likely be linked by an edge.

Liu and Li [26] investigated link prediction methods by random walk. They discovered that a local random walk can
possibly obtain higher-quality prediction results than a global random walk.

3.1. Local random walk

To calculate the topological similarity between nodes x and y, a particle is first placed on node x, and it then walks ran-
domly on the network. A sequence of nx n matrixes 7(7) (t=0,1,2,...) is defined, where an element 7r4,(7) is the probability



4 N.M. Ahmed et al./Information Sciences 374 (2016) 1-14

of a particle from x reaching y at time step t. The initial value of a matrix element is defined as

1 Ifx=y
Ty = {O Otherwise 2)

At time step T, the particle randomly walks on the network according to a transformation matrix P=s[pxy] and generates
a new matrix 7 (7 +1). In the transformation matrix P, element py, indicates the probability that the particle on node x is
going to reach node y in the next step and is defined as pxy=ayy/dx,, where ayy is the (x, y) element of the adjacency matrix
and dy is the degree of node x. By the random walk of the particle, matrix 7 () evolves as:

n(t+1)=P'n(r), >0 (3)
Given an initial matrix 7(0), 7w (t) can be obtained iteratively using (3). The LRW index S,L(§W (1), which measures the

similarity between nodes x and y at time step t, is thus defined as:

SV (T) = Gx - Ty (T) + Gy - Ty (T) (4)
where gy and gy are the initial configuration functions. Liu and Lii [26] suggested a simple form to determine the value of
gx by using the degree of node x, namely

dy
. 5

Here, |E| is the number of existing links in the network.

3.2. Superposed random walk

On the basis of the LRW index, Liu and Lii [26] proposed the superposed random walk (SRW) index. To calculate the
SWR index, particles are constantly released from one node, and LRW indexes with different lengths are calculated. The
summation of those LRW indexes forms the SRW index. Let Sﬁﬁw(r) be the similarity measure between nodes x and y at
time step t, defined as follows

S (1) =D sV (1) = qx Y Ty (D+qy Y 7y (D) (6)
=1 =1 =1

Let n be the number of nodes in the network, and the time required to compute the matrix 77 (t) using Eq. (3) is O(n3).
The time to calculate the SSfW scores using (6) on all pairs of nodes in the network is O(t e n3). Such computation time is
impractical for link prediction in large networks. Therefore, it is necessary to find an efficient approach to predict the links
with less time cost. Here, we propose a fast similarity-based method to calculate the SRW indexes of the links related to
each node. Instead of calculating the SRW indexes in the entire network, we estimate the SRW indexes within a number of
sampled paths starting from each node and reduce the time complexity to O(n?), which is the lower bound of similarity-
based prediction methods.

4. Sampling-based similarity computation

4.1. Approximation of SRW by path sampling

L
To calculate the SRW indexes using (6), the key issue is to calculate ) myy(I). Given nodes x and y, we denote the set
I=1
of the paths of length L starting from node x as P(x). Let p=(x, X1, X, .., X;) be a path in P;(x) and dyy(p) be the minimal
distance from x to y in path p. If node y is not included in path p, then dxy(p)=oc0. Because my(7) is the probability of a

randomly walking particle from x reaching y at time step t, it can be equivalently defined as

1
o (0) = gy 2 Ndw(p) = 7] (7)

pePr (x)

Here, the indicator function I(.) is defined as

1 ifdy(p =7
Ildy(p) =7] = {o Otherwise Y
Then,

L

Lo 1
SRW _ — —
0 =0 Y g 2 () =146 ) ey 3 ldy() =1

peP(x) I= peR(y)
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Thus

So (L) = |PL‘1&)| 3 Iyepl+ |PLq(§})| 3 llxepl ©)

peP,(x) pebL(y)

Here, the indication function I[x € p] is defined as

_J1  x isincluded in path p
llxepl= {O otherwise
Let
1
T(L,XJ’)=W Z Ily € pl (10)
BT per o

and letting T(L,y.x) = m 2peP () I[x € p] be the two terms in (9),

Sy (L) = QT (L.x.y) + T (LY. x) (1)

By (10), we can see that T(L, x, y) can be computed by counting the number of paths including node y in P;(x). Therefore,
we need to enumerate all of the paths starting from x in G. However, the time complexity is exponentially proportional to
the path length L and thus is inefficient when L increases. To reduce the computation time, we propose a sampling-based
method to estimate the number of such paths. The key idea is that we randomly sample R paths from the network and
estimate T(L, x, y) by (10) based on the sampled paths. Let Q;(x) be the set of paths sampled from P;(x), and |Q;(x)|=R.
Then, the approximation of T(L, x, y) is:

1
TLxy)=5 > llyepl (12)
peQu(x)

Using T'(L, x, y) to approximate T(L, x, y) in (10), the final similarity score S§§W(L) for link prediction defined in (6) is
approximated by:
SWWL) = quT' (L, X,y) + qyT'(L, y, X) (13)

In Eq. (13), two terms of §§§W (L), namely, T(L, x, y) and T(L, y, x), can be calculated separately in the sampled path sets
Q;(x) and Q;(y). In set Q;(x), we need only to count the number of paths including y. Similarly, in set Q;(y), we need only
to count the number of paths including x.

4.2. Path selection by random walk

To generate a path with length L from the given node x, we conduct random walks of L steps from x using t; as the
transition probability from vertex v; to v;. We define
aA,

)
Z Qi

veN(v;)

tij = (14)

Here, g;; is the (Ij) element of transformation matrix Ay 1, and N(v;)={v|veV, (v,v;)eE} is the set of neighbors of v;.

The random walk-based algorithm for generating the set of sampled paths Q;(x) is shown in Algorithm 1.

It can easily be seen that the time complexity of the algorithm Generating_Paths(x,L,R) is O(LR). However, we can perform
random walks efficiently in a distributed network. Sarma et al. [39] presented several distributed algorithms whose time
complexities are O((RL)23D'/3), O(vRLD + R) [37,40] for performing R random walks, where L is the length of the random
walk and D is the diameter of the network. For a dynamic network where the network topology changes over time, they
presented a distributed random walk algorithm [38] with time complexity O(+~/7.®), where T is the dynamic mixing time
and & is the dynamic diameter of the network. They also give an unconditional lower bound on distributed random walk
computation [41,31].

4.3. The size of the sampling path set

Because Q;(x) is a set of sampling paths from the complete set P;(x), using T(L, x, y) on Q;(x) to approximate T(L, X, y)
on P;(x) may cause error. Obviously, if Q;(x) has a larger size R, the result will be more accurate, but the computation will
require more time. Therefore, we should find a proper size R for the sampling set Q;(x) so that we can restrict the error
under a given bound & > 0. Let x € V be a node in G; we need to construct a sample path set Q;(x) such that, for every
node y € V (y # x), the difference between T(L, x, y) and the approximated one T'(L, x, y¥) is not greater than &.

We estimate such a proper size R of the sampling set Q;(x) by theoretical analysis of the random path sampling algo-
rithm. In general, the T(L, X, y) value can be viewed as a probability measure defined over all paths in P;(x). Thus, we can
adopt the results from the Vapnik-Chernovenkis learning theory to analyze the proposed sampling-based algorithm. To begin
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Algorithm 1 Generating_Paths(x,L,R);.
Input:
x: the given node;
L: length of the sampled paths;
R: number of sampled paths;
A: the adjacent matrix of G;
Output:
Q;(x): the set of sampled paths;
Begin
1.Compute the transition probability matrix T=[t;] according to Eq. (14);
2. Initialization: Q.(x)=¢;xx=x;
3. For k=1 to R do
[+ Let the k-th path in Q.(x) be py=(X, X1, X2, or Xi1 )i/
For j=1 to L do
Select a node in N(x ;_1) according to the transition probability;
Name the selected node as x; ; and add it to py;
End for j;
Q%)= Qx)u{p}s
End for k;
End

with, we first introduce some basic definitions and fundamental results from the Vapnik-Chernovenkis learning theory and
then demonstrate how to utilize these concepts and results to obtain a proper size R of the sampling set Q;(x).

Definition 2 (shatter). Let (S;H) be a range space, where S denotes a domain and H is a range set on S. For any set BCS,
PH(B) ={SNA: A € H} is the projection of H on B. The set B is shattered by H if pH(B)=2!8l, where 2!B! is the power set of B.

Definition 3 (Vapnik-Chervonenkis dimension). The Vapnik-Chervonenkis dimension of H is the maximum cardinality of a
subset of S that can be shattered by H.

We use VC(H) to denote the Vapnik-Chervonenkis dimension, which is abbreviated to “VC dimension” in the rest of this
paper.

In our problem, the domain S is presented by P;(x), which is the set of paths starting from node x with length L .We use
pxv to denote a path starting from node x and ending at node v and |pxy| to denote the length of path px,. We define the
range set H for node x as Hxy={px, v|v € V, |px, v| < L}. Let pxveHx and p € P;(x); if pxvis a sub-path of p, we denote them as
pxvep. Let P be a subset of P/ (x); if, for every path peP, it satisfies pxyep, then we denote them as pxveP. Let Q be a subset
of P;(x). If, for every subset P of Q, we have a pyyeHy such that py,eP, then we say that Q can be shattered by H. Let Q;(x)
be the subset of Pj(x) that has the maximum cardinality among the subsets that can be shattered by H. Then, |Q;(x)| is the
VC-dimension of H, which is denoted as VC(H).

Let X={X1,..., Xg} be a set of independent random variables sampled by a distribution ® over domain S. For a set ACS,
we use ®(A) to denote the probability an element x € A being sampled from S. Let the empirical estimation of ®(A) on X
be

R
x(A) = 2 D k() (15)
i=1

where I4(x;) is the indicator function defined as:

_ 1 Xi € A
I (xi) = {O otherwise

The question of interest is how well we can estimate ®(A) using its unbiased estimator, the empirical estimation ®x(A).
We first give the definition of the ¢-approximation as follows.

Definition 4 (¢-approximation). Let ® be a probability distribution defined on S and H be a range set on S. For ¢ € (0, 1),
an g-approximation to (H, ®) is a set A of elements in S such that
sup|®(A) — Px(A)| < ¢ (16)
AeH
One important result of the Vapnik-Chervonenkis theory is that, if we know the VC-dimension of H, we can construct

an g-approximation by randomly sampling elements from the domain under the distribution ®. This is summarized in the
following theorem [23].

Theorem 1. Let ® be a distribution on a domain S and H be a range set on S with VC-dimension VC(H)=d. For an error bound
& and a probability § € (0, 1), let Q be a set of |Q| points sampled from S according to ®, with

1
lQl =

g2.c

11
[d~lnz+ln g] (17)



N.M. Ahmed et al./Information Sciences 374 (2016) 1-14 7

Here, ¢ > 0 is a constant. Then, Q is an e-approximation to (H, ®) with a probability of at least 1-34.

In our setting, we set the domain to P;(x), which is the set of all paths of length L starting from node x. We first give
the following theorem to show an upper bound of the VC-dimension of H in Theorem 1.

Theorem 2. For a node x € V, let P;(x) be the set of all of the paths starting from node x with length L and the range set H on
domain Py(x) for node x be Hy={px, v: v € V, |px, v| < L}. Then, the VC-dimension of Hy satisfies

VC(Hy) < log,L +1 (18)

Proof. Assume that VC(H)=[By Definition 2, we know that there must be a subset Q of P;(x) such that |Q|=I, and Q can be
shattered by H. That is to say, for every subset Q; of Q, there must be py .y, € H such that Q; consists of all paths with py,, as
its sub-path. For different sub-sets Q; and Q; of Q, they must correspond to different ranges pyy, and Pxy; in H. Obviously,
there are 2/Q =2! sub-sets of Q.

Let p=(x, uy, Uy, .., u;) be a path in Q. Then, the power set of Q, denoted as 2%, can be divided into two parts: one
consists of the subsets of Q that include p, and the other consists of the subsets of Q that do not include p. We denote
the former as ZLQ| and the latter as 2;|Q|. Obviously, Z‘I,Q‘ and 2;'Q| have an equal number of subsets. Therefore, there
are 2!~1 subsets in ZLQ‘, and they correspond to 2!~ different ranges in H. For every subset Q; in ZLQl, it has a sub-path
Pxu; = (X, Uq, Uy, ..., u;) of p such that every path in Q; has a sub-path py . Therefore, the corresponding ranges must take
the form pyu, = (%, Uy, Uy, ..., 4;), (i=1, 2, .., L), and there are at most L such ranges. Therefore, we have 2!=1 < I, namely [
<log,L+1. W

According to Eq. (17) and Theorem 2, for given values of the error bound ¢ and probability §, if the size of sample set
Qi(x) is set as

1 1 1
R= |QL(x)|:m((logzL—H).lnE—i—lng) (19)
then T'(L, x, y) is an e-approximation of T(L, x, y) with probability of at least 1-§, namely, they satisfy
sup \T(L, x,y) —T'(L, x,y)| <e (20)
PryePL(X)

4.4. Algorithm for similarity estimation involving a given node

To calculate §§§W(L) by Eq. (11), the two terms T'(L, x, y) and T'(L, y, x) need to be calculated separately in the sampled
path sets Q;(x) and Q;(y). Namely, the number of paths including yin Q;(x) should be counted. Additionally, the number of
paths including x in Q;(y) should be counted. Here, we present an algorithm to estimate the similarity terms involving a
given node x in the sampled path set Q;(x). Given a network G=(V,E), a node x in V, an error bound ¢, and a probability
8, our algorithm first computes a set of paths starting from x. After such set Q;(x) is constructed, the value of T'(L, x, y) is
calculated for x with every node y in the sampled paths.

The framework of our algorithm VLP (vertex link prediction) to estimate the similarity terms T'(L, x, y) for a given node
x is as follows.

Algorithm 2 VLP(x, ,¢).
Input:

A:Adjacency matrix of network G=(V,E);

8: The probability;

&: The error bound;

x:The vertex been queried;

L: The largest length of the path considered;
Output:

T(L, x, y): similarity term for vertex x with node y in G;
Begin
1. Set T'(L, x, y)=0 for all node pairs x and y;
2. Calculate sample size R by Eq. (19) according to the error bound & and probability §;
3. Generating_Paths (x,L,R);

/xGenerate R random paths, store them in set Q;(x)x/

4.For each path p in Q. (x) do

[ suppose py=(X, U1, Uz, .., UL )%/

For i=1 to L do

T'(Lox,u;) = T'(Lox, u) + &

End for i;

End for p;

End

Based on the algorithm VLP, which estimates the similarity terms T'(L, x, y) for a given node x, we present an algo-
rithm TS-VLP (time serious vertex link prediction) to predict potential links in time series networks by integrating time and
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topology information. In the method, the combined graph G, r is first computed using formula (1). Then, it estimates the
similarity terms T'(L, x, y) for each node x in graph G, r using the VLP algorithm. Based on the estimated similarity terms
T(L, x, y) for all of the nodes, the similarity between the node pairs can be obtained. The framework of the TS-VLP algorithm
is as follows.

Algorithm 3 TS-VLP(Ay, A;, ..Ar, L, §,€).
Input:
A1, A,, ..Ar:Adjacency matrices of time series networks Gq, Gy, ..., Gr, where G;=(V, E;);
§: The probability;
&: The error bound;
L: The largest length of the path considered;
Output:
[ ]: Similarity index matrix;
Begin
1. Generate a combined time series graph G, r according to Eq. (1);
2. For every vertex x in G r do
[+ compute similarity term T'(L, x, y) for vertex x with other node y in Gy r*/
VLP(x, 6, €);
End for x;
3. For each node pair (xy) in G do
SR = quT' (L, X, y) + qyT' (L. y. X);
Endfor
End

5. Time complexity analysis

Let n be the number of nodes in the network and L and R be the length and the number of sampled paths, respectively.
Obviously, the time complexity for the Generating_Paths algorithm to generate a set of sampled paths is O(R.L). For a given
vertex x, the VLP algorithm takes O(R.L) time to compute the similarity terms T(L, x, y) between x and other vertices in the
network. For a temporal network presented by a sequence of time series graphs, line 1 of the TS-VLP algorithm constructs
the combined time series graph G y in O(n®) time. Line 2 of the algorithm computes the similarity term T(L, x, y) for
each vertex x with other nodes in O(R.L) time. Therefore, it requires O(R.L.n) time to compute the similarity terms for all n
nodes in the network. Finally, line3 computes the similarity between all pairs of nodes in O(n?) time. Because R and L can
be treated as constants, the time complexity of our proposed algorithm TS-VLP is O(n?). Because there are n? node pairs
in the network, n? similarity indexes must be computed for the network. Therefore, O(n?) is the lower bound of the time
complexity of a similarity-based link prediction algorithm.

The computation time complexity for local index-based link prediction algorithms is O(n?). For instance, for local indexes
such as CN, let k be the average degree of nodes in the network, and computing the common neighbors for each node pair
(i, j) takes O(k). Therefore, the time complexity for computing the CN index for all node pairs is O(n2.k). Similarly, other local
indexes such as JC, AA, RA, and HPI also have the same time complexity of O(n?.k). However, because those local indexes
only use the topological information of first-order neighbors, the quality of their prediction results is much lower than that
of TS-VLP. For the quasi-local indexes LRW and SRW, O(n3) time is needed to calculate the matrix 7 (7) in LRW and O(t * n3)
time to calculate the SRW scores. For computing a global topological path-based index such as LHN2, the time complexity is
also O(n3), which is much slower than the TS-VLP method. Although the TS-VLP method requires much less time than quasi-
local and global index-based methods, it still can obtain high-quality prediction results. TS-VLP consumes less computational
time because it considers the structural information based on a local random walk and can yield a better prediction result
in fewer time steps than global random walk- and other local random walk-based methods. Compared with all of those
similarity-based methods, the TS-VLP algorithm can achieve much higher performance for dynamic link prediction.

6. Experimental results and analysis
In this section, we conduct a set of experiments to test our method for link prediction in temporal social networks.
We used several real temporal social networks in our experiments. All experiments were conducted on an Intel Core i3
computer with the Windows 7 operating system and 4 GB memory.
6.1. Datasets tested’
I. Reality mining(R.Mining)

This data set was created as a section of the Reality Commons Project by the Reality Mining experiment performed
in 2004. The network in the dataset consists of 96 students of the Massachusetts Institute of Technology (MIT) and their

1 All network datasets are available at KONECT, May 2015, http://konect.uni-koblenz.de/networks/.
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Table 1
Main features of the datasets.

Datasets  #Nodes # Links ~ %Unique links ~ Avg. deg  Avg. deg (T=5) P.length Ty

R. Mining 96 3200 0.4763 66.67 7.94 4h 42
Haggle 274 16,482 0.2194 120.31 12.53 1h 48
LKMLR 2783 9417 0.6188 6.77 113 1Day 30
I. Msg 1899 37,844 0.7313 39.87 7.11 7 Days 28
CoRR 1872 2616 0.4036 2.795 1.165 Year 12
IEEE 11,855 18,553 0.607 3.130 0.824 Year 19

communication via mobile phones over 9 months. The students are represented by the nodes in the network, and their
communications are represented by edges linking the nodes [10].

II. Haggle

This network represents contacts between people carrying wireless devices. The data describes a network where each
person is represented by a node, and each edge linking two persons shows that there exists a contact between them [8].

IMI. Linux kernel mailing list replies(LKMLR)

This is the communication network of the Linux kernel mailing list. Nodes are persons identified by their email addresses,
and each directed edge represents a reply from one user to another.

IV. UC Irvine messages(l. Msg)

This network contains sent and received mail among the members of an online community of students from the Univer-
sity of California, Irvine. Each member of the community is represented by a node in the network, and the mails sent or
received by the members are presented by the edges [34].

V. Digital Bibliography Library Project (DBLP)

DBLP is an English literature integrated database system for results of a study with a core of authors in computer sci-
ence. We select two datasets: IEEE Transactions (IEEE) and Computing Research Repository (CoRR). Those datasets comprise
literature from academic seminars or academic journals in the DBLP database. We treat each dataset as a network, where
each node represents an author and each link represents the co-authorship between the authors of the corresponding nodes.
They are partitioned into sequences of graphs. The length of the time period of this partition is a year for all datasets.

The main topological features of the tested networks represented by the datasets are shown in Table 1, which includes
the number of nodes (#Nodes), number of links (#Links), percentage of non-duplicated links (%¥Unique Links), nodes’ average
degree within all time steps (Avg. Deg), nodes’ average degree within T=5 time steps (Avg. DegT=5), length of the time
series sequence (Ty), and length of the time period(P.Length).

6.2. Experimental setup

For each temporal network in the dataset tested, we input Ty snapshots of the graphs Gy, Gy, ..., G At each time step to,
to=1, 2, ..., Ty—T, we used the next T graphs, Gy, Gty.;, -, Gry7—1, to test the link prediction algorithm for detection of the
potential links in G; .. Because we already know the topological structure of G; 1, the prediction result can be assessed
by comparing the links predicted with the actual presence of the links in Gy 7.

In the first part of our experiments, we tested our TS-VLP algorithm and compared the quality of its results with that of
the other algorithms based on a reduced static graph. The reduced static graph-based method has been frequently used in
methods for link prediction in temporal networks. In this method, networks represented by the snapshots of the graphs are
first reduced and represented by a static graph. Then, an algorithm for link prediction in static graphs is exploited to predict
potential links in the reduced static graph. That is to say, the series Gy, Gty11, -, Geypr—1 1S transformed into one reduced
binary graph G, r represented by a new adjacency matrix A, r with the elements defined as

1 ifdkelto, to+T—1]:AG j) =1

Ay (i, j) = {0 otherwise -

Then, a static network link prediction method, such as Common Neighbor, Jaccard, Resource Allocation, Hub Promoted Index,
Local Random Walk, Superposed Random Walk, and Leicht Holme Newman2, is used on the reduced static graph Gy, r, and the
result is used as the final link prediction solution on Gy, r. Those reduced static graph-based methods are denoted as CN, JC,
RA, HPI, LRW, SRW, and LHN2, respectively. In the other parts of our experiments, we test TS-VLP under different parameter
values, such as error bound ¢, probability §, and length of sampled path L, and show the influence of different parameter
values on the precision of the results and computational time of the algorithm.
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Fig. 1. AUC values at each time step obtained by different methods.

Once a prediction algorithm has computed the similarities of all of the node pairs, we use area-under-curve (AUC) to
assess the precision of the results by different methods tested. The AUC value is defined as the expected ratio of an existing
link with a higher similarity than the missing link. To calculate the AUC value of the prediction result, we randomly choose
n pairs of links to compare their similarity scores. In each pair of links, one link is from the set of existing links E; ,r, and
the other is from the set of non-existing links Et/0+T =U — Ey 1. For n independent comparisons, if n’ times existing links
yield larger scores than non-existing one, and n’ ’ times gain equal scores, the AUC value is defined as

AUC = (n’ +0.5n")/n (22)

Generally, a greater AUC value indicates higher quality of the prediction result. Obviously, the AUC value for a link pre-
diction result satisfies AUC ¢ [0, 1]. Therefore, the AUC value of the optimal prediction result is 1, and the AUC value of the
result by random prediction is 0.5. Therefore, a prediction result with an AUC value less than 0.5 is invalid.

6.3. Experimental results and analysis

We set the window size T=5, damping factor y =0.8, constant c=0.95, error bound &£=0.3, length of sampled paths
L=15, and probability § =0.3 for all datasets.

In the first part of our experiments, we tested and compared the performance of the proposed method TS-VLP with that
of the reduced static graph-based methods CN, JC, RA, HPI, LRW, SRW, and LHN2 on the four datasets. Fig. 1 shows the AUC
values of the results at different time steps. In the figure, a continuous line is used to indicate the results obtained by TS-VLP,
while the results obtained by other methods are signed by markers. Fig. 2 compares the average AUC scores of the results
by TS-VLP with those by other methods. Fig. 2 also compares their average implementation times on all datasets. From Figs.
1 and 2, we can clearly see that our TS-VLP algorithm achieves a much higher accuracy than the reduced static graph-based
methods CN, JC, RA, and HPI on all datasets. There are two reasons for our method TS-VLP yielding higher-quality results.
One reason is that it considers more global information, and it can also integrate time with global topology information
efficiently. The other reason is that the error bound ¢ used is significantly small, and TS-VLP also exploits the time factor,
which is ignored in all other methods. However, the most powerful part of our algorithm is its fast implementation speed.
Fig. 2 shows that TS-VLP requires much less running time than other methods, especially on large networks, and runs even
faster than local index-based methods. TS-VLP can obtain fast speeds because it performs the link prediction for each node
only in a small sub-graph instead of the entire graph. Compared with the other quasi-local index-based methods, such as
LWR and SWR, although the TS-VLP method consumes much less time, it still can obtain high-quality prediction results.
In TS-VLP, because the sampled paths in the sub-graph can reflect the global topological information, it can obtain higher
quality prediction results in much less computational time.
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Fig. 3. Average AUC values and average running time under different ¢ values.

In the second part of the experiments, we investigated the relationship between the AUC scores of the results and the
values of the error bound &. We tested the TS-VLP algorithm with different error bound ¢ values and set the probability
6=0.05, and the number of sampled path length L=10 on the datasets R. Mining and Haggle and L=15 on the datasets
LMKLR and I. Msg. Fig. 3 shows that the performance of each method is in roughly reverse proportion to the value of &.
Because LKMLR and I. Msg are relatively dense graphs, the error bound highly affects the performance of TS-VLP on those
datasets. However, the decrements of TS-VLP performance on other datasets are relatively small. Using a larger value of &,
implementation of the method is faster because it generates fewer sampling paths in the sub-graph for each node. Therefore,
we need to make a good balance between the computation time and the quality of the result by setting a proper value of
e. However, such a proper value of ¢ is dataset-dependent. It is still an open problem to set a proper value of ¢ for a given
dataset to obtain the satisfied prediction result in a short period of time. In our experiments, we set the value of ¢ for a
given dataset by considering the density of the network. For a network of dense connections, we set a smaller ¢ value to
obtain a larger number of sampled paths R and to cover more global topological information.

In the third part of our experiments, the impact of L, which is the length of sampled paths, on the prediction results is
studied. We set the probability §=0.05 and the error bound £=0.1 on the datasets R. Mining and Haggle and £=0.05 on
LMKLR and I. Msg. Fig. 4 shows the changes of AUC values by the TS-VLP method with different values of L for all datasets. If
we set L=0, the method achieves the lowest performance of 0.5, which is equal to the totally random prediction. The AUC
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Fig. 5. Average AUC values and average running time under different § values.

values are raised sharply on all datasets when the value of L is increased. This is because longer paths of a given node have
a higher and more direct influence for predicting its future links. Because the sizes of the R. Mining and Haggle datasets
are relatively small, large values of L yield slight improvements in the accuracy, while on other datasets it provides higher
increment of AUC values. Alternately, smaller values of L reduce the computation time of the TS-VLP algorithm. Similarly,
we should make a good balance between the computation time and the quality of the result by setting a proper value of
L. It is also still an open problem to set a proper value of L for a given dataset. In general, such a proper value of L is also
dataset-dependent. In our experiments, we set the value of L for a given data set by considering the size of the network. For
a network of larger size, we set a larger L value to obtain a larger sub-graph radius and cover more global information. For
instance, we set the value of L to 10 in the smaller networks of R. Mining and Haggle and set L to 15 for the larger datasets
LMKLR and I. Msg.

Finally, in the fourth part of our experiments, the influence of the error occurrence probability § is tested and analyzed.
In this part, we fix the length of sampled paths L=10 and the error bound ¢=0.1 on the R. Mining and Haggle datasets,
while on the large datasets LMKLR and I. Msg, we set L=15 and &=0.05. Fig. 5 shows the AUC values, and running times
of the TS-VLP method under different values of § for all datasets. It is clear that the accuracy of the method decreases at
small values of §. A smaller value of § can ensure that the size of the sub-graph constructed is large enough to consider
all valuable information. Using large values of §, the size of the sub-graph is relatively small, and longer paths connected
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to the centered node could be discarded. Because the lack of such paths leads to the loss of useful information for link
prediction, the accuracy of TS-VLP suffers relatively higher decrease at large values of §. Alternately, smaller values of §
increase the computation time of the TS-VLP algorithm. This is because the size of a sampled sub-graph is exponentially
in reverse proportion to é. In our experiments, because the I. Msg network is denser than LKMLR, the implementation of
TS-VLP on I. Msg is slower than the implementation on LKMLR, although the size of LKMLR is the largest. Similar to other
parameters we have studied, we should create a good balance between the computation time and quality of the result by
setting a proper value of §. In general, such a proper value of § is dataset-dependent. In our experiments, we set the size of
& according to the density of the network.

7. Conclusions and future works

We investigated the problem of link prediction in temporal networks. In this work, we present a fast link prediction
algorithm TS-VLP that can achieve high-quality prediction results via random walks in temporal networks. The method first
constructs a sub-graph centered at each node. To confine the error of the estimated SRW similarities within a given threshold
&, we select a proper size of such sub-graph using the Vapnik-Chervonenkis dimension. The computation time can be
greatly reduced, since the algorithm TS-VLP estimates the similarity score only within a small sub-graph. While other quasi-
global index-based methods require O(n3) time, our algorithm can obtain high-quality results in only O(n2) time. For a
similarity-based prediction, O(n?) is the lower bound of computation time. Therefore, algorithm TS-VLP reached the optimal
time complexity. Experimental results on several real networks have shown that our algorithm TS-VLP can achieve superior
computational efficiency while keeping high accuracy of link prediction results.

One challenge in our algorithm is to set proper parameter values to create a good balance between the quality of the re-
sults and the computational time. However, such proper value highly depends on the dataset and the application. Generally,
for larger and denser networks, we set smaller values of ¢ and § and a larger value of L to cover more global information.
For applications requiring high processing speeds, &€ and § should be assigned larger values, and L should be relatively small.
For applications requiring high accuracy of results, smaller ¢ and § values and a larger L value should be set. It is our future
work to find an efficient way to obtain the optimal values of ¢, § and L for a given dataset.
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