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Improving Dynamic Memory Allocation on
Many-Core Embedded Systems With

Distributed Shared Memory
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Abstract—Memory management on many-core architectures
is a major challenge for improving the overall system perfor-
mance. Memory resources are distributed over nodes for faster
local accesses. Dynamic workloads heavily depend on memory
requests and inefficient memory management leads to severe bot-
tlenecks and performance degradation. In this paper, we focus
on optimizing dynamic memory allocation on such platforms and
present a scalable, microcode-accelerated distributed dynamic
memory manager. The proposed manager exploits the presence of
a hardware accelerator while offering a C application program-
ming interface to application developers. Experimental results
show performance gains on average 10% compared to allocators
written purely in C and sufficient scalability as platform size
increases.

Index Terms—Dynamic memory management,
microcode-accelerated, multiprocessor system-on-chip,
network-on-chip (NoC).

I. INTRODUCTION

MOORE’S law implies computer systems to keep becom-
ing more complex by adding extra functionality on the

same chip. This trend correlates strongly in the embedded
domain, where consumer needs for portable devices of high-
resolution cameras and displays drive the market. Hardware
engineers put a considerable amount of effort in designing the
architecture of such systems in order to maintain scalability.
Interconnection networks have become quite complex, evolv-
ing from conventional buses to sophisticated network-on-chip
(NoC). Although the implementation of the distributed shared
memory (DSM) model comes with memory bottleneck issues,
designers still select it for its easy-to-use programming model.

Dynamic memory managers (DMMs) help programs deter-
mine during run-time how and where dynamic data should
be stored. Memory is allocated from a large pool of unused
memory area called the heap. Existing approaches that han-
dle dynamic data requests rely mostly on software solutions
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that tradeoff flexibility for processor cycles, resulting in per-
formance degradation. Fast hardware solutions are already
available, but programmers tend to follow a more centralized
approach and do not exploit platform’s characteristics. This
centralized approach creates a central point of failure render-
ing the whole system unusable in case the central core fails.
Moreover, a central core hinders scalability, because it is a
bottleneck for processing and communication.

Many DMMs and related methodologies have been pro-
posed targeting the embedded scope. Atienza et al. [1] pro-
vided a flow for designing memory managers which avoid
wasting memory space and thus being optimized for embed-
ded systems with scarce memory resources. The same concept
is presented in [2], where power efficiency is also taken into
account during the design of the DMM. As discussed in [3],
since embedding devices are nowadays composed of multiple
processing cores, it is worth expanding the design space of
DMMs to multiheap organizations. Finally, Kim et al. [4] pro-
posed a full-stack (in terms of hardware and software) memory
management scheme targeting high-end Android devices with
special memory management hardware unit. All these tech-
niques apply on conventional single-processor systems and
potentially on some multiprocessor ones, but do not take into
account neither the NoC interface of novel hardware platforms,
nor the complexity of dynamic applications.

Hardware-accelerated DMMs are also a hot topic, since
they can achieve high performance. Marchal et al. [5] showed
that using scratchpad memories along with direct memory
access controllers has a positive impact on energy consumption
for dynamic interactive applications. In the general-purpose
domain, Intel has presented support for hardware transactional
memory and a proposed memory allocator using it [6] shows
more than double performance in memory-intensive bench-
marks without compromising memory footprint. A hardware
memory management unit responsible for dynamic memory
allocation and de-allocation is presented in [7]. However, it
is a centralized unit, able to allocate only complete global
memory pages; the management of the data (de)allocation is
left to the processors. A distributed, application-specific DMM
using hardware-accelerated memory functions has been pro-
posed in [8]. Although the latter solution seems tailored to
embedded platforms, it lacks of a high-level interface and
relies on priority tables making the DMM difficult to get con-
figured and scaled for systems with more than four processing
nodes.

In this paper, we propose a novel dynamic memory allocator
for DSM embedded systems which is accelerated by hardware
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Fig. 1. DSM platform with programmable memory controllers as seen in [9].

and yet maintains scalability. The main contributions of the
introduced allocator are: 1) It exposes a unified heap space
accessible by every node; 2) It exploits the presence of pro-
grammable hardware memory controllers by using customized
microcoded functions to accelerate dynamic data management
functions; 3) It requires minimal initial configuration; and
4) It offers an application programming interface (API) to
manage the heap, similar to the C standard library one [as
in malloc()/free()].

II. EXPLOITING HARDWARE TO IMPROVE

DYNAMIC MEMORY MANAGEMENT

Suppose that we have a DSM system on the one in
Fig. 1: multiple nodes of processor-memory are interconnected
via a packet-switched mesh network of routers. Each node
contains additionally a dual microcoded controller (DMC),
a programmable hardware accelerator to handle memory
requests [9]. The utilized platform has been proved to accel-
erate memory operations in a DSM environment [8]–[10]
by programming the DMC and providing services such as:
virtual-to-physical (V2P) address translation, synchronization,
cache coherency, memory consistency, and shared memory
access [9].

The V2P service enables the DSM model: local memo-
ries are organized with private and shared parts and by using
the V2P service, the processors are able to access via the
local DMC controller any shared memory by using a higher
address scheme than the local one (e.g., 0x40200000 versus
0x00000).

Thanks to the V2P service, porting a DMM of a more
generic platform is a straightforward procedure. We have
ported for the platform of Fig. 1 the most power-efficient allo-
cator of [2] with minimal changes in code. The developed
allocator considers the heap as a single one and thus, writing
applications accessing multiple memories from multiple nodes
is easier. Unfortunately, we prove in a later section the perfor-
mance to be weak, since there is no awareness of the memory
locality: the allocator chooses memory regions to allocate
regardless of which processor makes the allocation request.

The locality problem is solved by the allocator presented
in [8], where heap space is fragmented into smaller heaps,
one per node, so that specific DMC instructions (microcode
from this point forward) can speed up the memory allocation
processes. Albeit more performant, this approach comes with
excessive development costs: application developers should
know a priori which processors need to access which heaps
and define accordingly a priority table per node.

Fig. 2. HSM on top of V2P translation service.

Fig. 3. Complete allocation scheme of the proposed allocator.

Ultimately, we identify this as a tradeoff between a truly
single, easy-to-program heap, and hardware acceleration. In
order to maintain a single distributed heap, while still offering
microcode-accelerated dynamic memory management, we pro-
pose two new features for the target platform: 1) heap space
map (HSM) and 2) lazy heap selection.

The HSM involves the creation of a second virtual address
layer as seen in Fig. 2. The new addressing scheme should
start higher than V2P (e.g., starting from 0x60000000) and
it unites the smaller heaps that are found in each node, so that
a continuous memory space becomes available as a heap to the
application. The heap-to-node translation is performed at two
levels: first by the HSM service (in C level) and second by the
corresponding memory controller (microcode V2P service).

Additionally to the HSM, we propose a lazily heap selection
scheme to avoid priority tables. In [8], each node stores in its
local memory the possible heaps to trigger in order to serve
a request. If one heap is occupied while the allocator wants
to just check it, the latter has to wait indefinitely for it. What
we propose instead is to evaluate all the remote heaps with no
exception, after verifying that the local heap is out of space.
Moreover, if the allocator tries to acquire the lock of a remote
heap and fails, it should move to the next remote heap.

Based on the virtual memory address space mentioned
above and the heap selection algorithm, we propose an
allocation scheme as seen in Fig. 3. Deallocation happens
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accordingly: after an HSM translation, a message is sent to the
relevant DMC to free the memory block. The proposed alloca-
tor implements at microcode level all the fine-grained actions
for performing dynamic memory allocation and deallocation.
The application interfaces and the introductory mechanism of
the lock mechanisms in the HSM are impletemented in C.

The main differentiators of this letter are hence the
following.

1) The proposed allocator considers a global, continu-
ous address space for memory requests like the C
allocator [2] and unlike the microcoded one [8].

2) The proposed allocator leverages the use of DMC
microcode like the microcoded one, while the C one
does not.

3) The proposed allocator does not use priority tables as
the microcoded one does.

4) The proposed allocator evaluates lazily the memory
availability in remote heaps, while the microcoded allo-
cator has to exhaustively evaluate a possible memory
allocation in one remote heap before locking and eval-
uating another one.

5) The proposed allocator does not need any modification
when using it for a different application.

III. EVALUATION

We have evaluated our approach and compared it with other
allocators on the platform architecture presented in [9]. No
hardware change has been made. Each node is composed
of a LEON3 processor, a DMC and memory which can be
shared among the nodes. All the DMCs are interconnected in
Nostrum [11], a packet-switched mesh network.

For the evaluation of our proposed allocator we have
used the traces from four benchmarks presented in [12].
Those benchmarks have been proven there indicative of
the performance of a memory allocator for embedded sys-
tems. More specifically: 1) features from an accelerated seg-
ment test (FAST), a computer-vision corner detection kernel;
2) a Gaussian kernel for blur effect; 3) integral, a kernel which
calculates the integral of matrix elements; and 4) a matrix
multiplication kernel. All benchmarks follow the master-slave
code design. One node acts as the controller of the platform
responsible for handling task management, while the rest of
them are available for task execution. Dynamic memory man-
agement is important in such platforms. If only the master
node handles the memory management, simulations show that
the cycles spent regarding DMM for the used benchmarks
compose on average the 18.8% (minimum 10.83% for the
FAST application and maximum 23.12% for the Gaussian one)
of the overall application cycles.

We first compared the performance of the proposed alloca-
tor against a hardware-based solution and a software-based
one on a 2×2 system: 1) the memory distribution-aware
microcoded DMM in [8] and 2) a pure private heap mem-
ory allocator selected from [2] and implemented in C. The
C allocator was selected because it was on average 29%
faster against other general-purpose solutions, exhibiting also
reduced fragmentation, and thus is suitable for embedded sys-
tems. The performance of the compared allocators normalized
to the performance of the microcoded one can be seen in
Fig. 4. The microcoded allocator is the fastest of all since all

Fig. 4. Total execution time comparison of the proposed allocator
with [2] and [8] under a pure private heap for a 2×2 platform. The proposed
allocator makes a compromise between performance and ease of use.

operations and decisions are performed at low-level. However,
this implementation lacks of a high-level API making the
integration with C applications difficult. The proposed allo-
cator is on average 25% slower than the microcoded allocator
and 10% faster than the high-level one, since most of the
(de)allocation operations are performed at microcode level and
only the high-level heap address manipulation is performed
in C. The presented allocator was designed for offering DMM
without using a pure private heap structure. The goal is to
let all nodes be aware of the heap status with a small per-
formance penalty which in the case of pure private heaps
does not exist. Thus, the proposed allocator is faster than a
performance-aware allocator which is unaware of the broader
platform.

We have then proceeded to validate the distributed behavior
and scalability of the presented allocator by comparing: 1) the
average cycles per (de)allocation event and 2) the number of
microcode instructions needed for node intercommunication to
the distributed microcoded allocator [8] for various platform
sizes. The number of nodes ranged from 4 (2×2) to 64 (8×8)
and they are all interconnected in a 2-D mesh network. To the
best of our knowledge, this is one of the most popular network
topologies and one can hardly expect more than 64 nodes on
an embedded platform.

As shown in Fig. 5, the microcoded DMM [8] needs on
average less cycles than the proposed allocator in order to
server an event when the platform is smaller than 5 × 5.
However, when the platform size increases beyond 25 nodes
the presented manager needs less cycles. This happens because
the distributed microcoded allocator [8] is based on priority
tables. By using the technique of priority tables, each node
stores in its local memory, as a single linked list [8], the
possible nodes to trigger in order to serve a DMM request.
For a 2 × 2 NoC the table contains four records while for
an 8 × 8 NoC the records grow up to 64 per node and a
lot of nodes have the same nodes as targets while perform-
ing a (de)allocation request. As shown in other experimental
results [8], nearly 80% of the time for dynamic memory
management was “wasted” for lock acquiring. So, as the plat-
form size increases the handling of these tables requires more
cycles while the proposed allocator uses a lighter and more
generic communication scheme between nodes, supporting
arbitrary sizes of platforms and scaling well as the platform
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Fig. 5. Average cycles per DMM event and number of microcode instructions needed for intercommunication for various platform sizes and applications.

size increases. Fig. 5 shows that the purely microcoded alloca-
tor needs on average 29% more cycles to serve an event each
time the platform increases, whereas, the proposed one has a
smaller increase (approximately 20% more cycles). Although
the purely microcoded one executes 1.9× on average less
microcode instructions for node intercommunication, as shown
with bars and the right axes of Fig. 5, the proposed solution
proves to be much faster since it requests memory from more
suitable nodes.

IV. CONCLUSION

This paper presented an efficient, hardware-accelerated,
scalable dynamic memory allocator for NoC-based, many-core
embedded systems in which the low-level DMM operations
are implemented in microcode. The allocator provides con-
sistent address space for the application dynamic data and
the search of free space on remote memories is not halting.
The allocator is generic to the platform and does not need
recompilation for different applications. It requires, though, to
be initialized with the memory size per platform and node.
Experimental results proved that the proposed allocator 1) is
scalable enough to surpass even low-level allocators on bigger
platform sizes; 2) provides distributed functionality offering
different parts of shared memory as a continuous heap space;
and 3) serves requests 10% faster on average compared to
high-level allocators without compromising ease of use.

REFERENCES

[1] D. Atienza, J. M. M. Mendias, S. Mamagkakis, D. Soudris, and
F. Catthoor, “Systematic dynamic memory management design method-
ology for reduced memory footprint,” ACM Trans. Design Autom.
Electron. Syst., vol. 11, no. 2, pp. 465–489, 2006.

[2] S. Mamagkakis, D. Atienza, C. Poucet, F. Catthoor, and D. Soudris,
“Energy-efficient dynamic memory allocators at the middleware level
of embedded systems,” in Proc. 6th ACM IEEE Int. Conf. Embedded
Softw., Seoul, South Korea, 2006, pp. 215–222.

[3] S. Xydis, A. Bartzas, I. Anagnostopoulos, D. Soudris, and
K. Pekmestzi, “Custom multi-threaded dynamic memory man-
agement for multiprocessor system-on-chip platforms,” in
Proc. Int. Conf. Embedded Comput. Syst. (SAMOS), Jul. 2010,
pp. 102–109.

[4] M. Kim, J. Koo, H. Lee, and J. R. Geraci, “Memory management scheme
to improve utilization efficiency and provide fast contiguous allocation
without a statically reserved area,” ACM Trans. Design Autom. Electron.
Syst., vol. 21, no. 1, pp. 1–23, Dec. 2015.

[5] P. Marchal et al., “Integrated task scheduling and data assignment for
SDRAMs in dynamic applications,” IEEE Design Test Comput., vol. 21,
no. 5, pp. 378–387, Sep. 2004.

[6] B. C. Kuszmaul, “SuperMalloc: A super fast multithreaded malloc for
64-bit machines,” in Proc. Int. Symp. Memory Manag. (ISMM), Portland,
OR, USA, 2015, pp. 41–55.

[7] M. Shalan and V. J. Mooney, “Hardware support for real-time embedded
multiprocessor system-on-a-chip memory management,” in Proc. 10th
Int. Symp. Hardw./Softw. Codesign (CODES), Estes Park, CO, USA,
2002, pp. 79–84.

[8] I. Anagnostopoulos et al., “Custom microcoded dynamic memory man-
agement for distributed on-chip memory organizations,” IEEE Embedded
Syst. Lett., vol. 3, no. 2, pp. 66–69, Jun. 2011.

[9] X. Chen, Z. Lu, A. Jantsch, and S. Chen, “Supporting dis-
tributed shared memory on multi-core network-on-chips using a dual
microcoded controller,” in Proc. DATE, Dresden, Germany, 2010,
pp. 39–44.

[10] X. Chen et al., “Reducing virtual-to-physical address translation over-
head in distributed shared memory based multi-core network-on-chips
according to data property,” Comput. Elect. Eng., vol. 39, no. 2,
pp. 596–612, 2013.

[11] M. Millberg, E. Nilsson, R. Thid, S. Kumar, and A. Jantsch, “The
Nostrum backbone-a communication protocol stack for networks on
chip,” in Proc. 17th Int. Conf. VLSI Design, Mumbai, India, 2004,
pp. 693–696.

[12] I. Anagnostopoulos et al., “Power-aware dynamic memory manage-
ment on many-core platforms utilizing DVFS,” ACM Trans. Embedded
Comput. Syst., vol. 13, no. 1s, 2013, Art. no. 40.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


