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by identifying the domains and border nodes involved in the cal-
culated path. The actual computation of the strict paths within
each domain between two border nodes (known as PSE) is
performed in parallel by either each SDN/OpenFlow controller
through the PSE module or the AS-PCE in the GMPLS domain
through the use of the complete intra-domain TED and regular
algorithms available within each domain. Speci�cally, the PM
requests the expansion of the path segment and the provisioning
of the �ow to either the FPM module in the SDN/OpenFlow
domain or the AS-PCE in the GMPLS domain once the PCE of
the orchestrator performs the domain sequence selection. In the
case of the AS-PCE, it can perform both the expansion of the
path segment and the provisioning of the �ow while for the FPM
module in the SDN/OpenFlow domain, it must send a path com-
putation request to the PSE to expand the path segment and, once
computed, the FPM requests to the SDN/OpenFlow controller
the provisioning of the computed complete intra-domain path.
In this approach, the scalability and con�dentiality problems are
solved but new considerations must be taken into account such
as insuf�cient knowledge of the intra-domain resources avail-
ability by the orchestration layer. This may lead to a suboptimal
domain sequence selection.

IV. EXPERIMENTAL ASSESSMENT OF THEABNO-BASED

NETWORK ORCHESTRATION

A. Experimental Scenario

Fig. 4(a) shows the available transport and control plane tech-
nologies of each partner’s network domain involved in the inter-
national testbed of the ICT STRAUSS project. Fig. 4(b) depicts
the network scenario deployed in order to experimentally as-
sess the end-to-end multi- layer and multi-domain provision-
ing across heterogeneous SDN/OpenFlow and GMPLS/PCE
controlled domains at the control plane level (i.e., no hard-
ware con�guration is performed at the domains). The physical
network scenario consists of two SDN/OpenFlow-controlled
OPS domains (A and F) at KDDI R&D Labs in Japan, two
SDN/OpenFlow-controlled hybrid OPS/OCS domains (B and
E) at University of Bristol in UK, one GMPLS/PCE-controlled
OCS domain (C) at CTTC in Spain, and the ABNO-based
orchestrator located also at CTTC premises. The OpenFlow
controllers of the KDDI R&D Labs and University of Bristol
domains are connected to the controller of the CTTC domain
using OpenVPN tunnels for the exchange of control messages.
Each domain is seen as a virtual node by the ABNO-based
orchestrator with the exception of the two hybrid OPS/OCS do-
mains (Domain B and E) where each domain is represented with
two virtual nodes, one for each switching technology. Hence,
the border nodes of each domain are seen as ports of the vir-
tual nodes which are inter-connected through inter-domain links.
Each SDN/OpenFlow controller or BGP-LS speaker (in the case
of the GMPLS domain) is responsible for performing the ac-
tual mapping of the virtual node/ports with the real nodes/ports
and to expose the virtual topology information such as node_id,
port_id, port_type, supported range of OPS Labels or �exi-grid
nominal central frequencies to the network orchestrator.

Fig. 4. Experimental network scenario. (a) International Testbed of the
STRAUSS project. (b) Abstract and physical network view.

Fig. 5. OpenFlow controller for hybrid OPS-OCS domains.

Architecture and implementation details of the GMPLS con-
trol plane and AS-PCE are reported in [13] and [14].The OPS
controller has been implemented in TREMA and it has been
reported in [15]. As for the hybrid OPS/OCS SDN controller, it
is based on NOX. Fig. 5 shows the implemented architecture.
The description of each functional component of the controller
is given below:

� Northbound RESTful API: This component provides the
RESTful API through which the ABNO orchestrator can
interact with the OpenFlow controller.

� OpenFlow Drivers: The OpenFlow drivers can populate
the “Physical Switches + Peering Links” database when-
ever new switches connect to the OpenFlow controller and


