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a b s t r a c t

Stock price variation predictions are at the core of many research issues, and neural networks (NNs) are
widely applied and were proven to be more efficient than time series forecasting for stock price forecast-
ing. However, this type of research always determines the parameter settings of the NNs rationally
through a trial-and-error methodology. This paper integrates design of experiment (DOE), Taguchi
method, and back-propagation NN (BPNN) to construct a robust engine to further optimize the prediction
accuracy under a robust DOE-based predictor. Adopting data from Taiwan Stock Exchange (TWSE), the
technical analytical indexes and b value of the listed stocks of TWSE were computed. The research results
indicated that the proposed approach can effectively improve the forecasting rate of stock price
variations.

Ó 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Predicting price activities in a stock market on the basis of
either professional knowledge or stock analytical tools is a great
concern of individual and institutional investors around the world.
Price variations mean gains and losses for investors. Determining
how to improve the forecasting accuracy is of great interest to
investors and many researchers. One of the main concerns of pre-
dicting stock prices is determining what data to use to analyze
variations in stock prices. Schadler and Cotten (2008) analyzed
data of the American Association of Individual Investors (AAII)
while Chavarnakul and Enke (2008) studied the importance of
trading volumes. Bali, Demirtas, and Tehranian (2008) used the
dividend payout ratio and aggregate earnings to forecast excess
market returns. Harrington and Shrider (2007) and Romero-Meza,
Bonilla, and Hinich (2007) analytically demonstrated the effects of
events in true abnormal returns. Reilly, Wright, and Johnson (2007)
focused on interest rate changes, and Peña and Rodríguez (2007)
developed a model linking two stocks and bonds with the actual
business cycle. Lee and Jo (1999) created a candlestick chart
analysis expert system to predict the best stock market timing
and future stock price movements, which can help investors obtain
high returns on their stock investments. Technical indicators are
often used to determine the abnormal return of stock markets
(Ince & Trafalis, 2007; Terence Tai-Leung & Wing-Kam, 2008).

Another concern of many research papers is how to manipu-
late different tools to detect trends and find abnormal returns
from a stock market. Conventional time-series models are applied
to handle many forecasting problems, such as financial, economic,
and weather forecasting. In stock markets, correct stock predic-
tions can bring huge profits for investors. However, conventional
time-series models produce forecasts based on some strict statis-
tical assumptions about data characteristics, and so their forecast-
ing accuracy rates are limited. A fusion model that combined the
hidden Markov model (HMM), artificial neural networks (ANNs),
and genetic algorithms (GAs) was presented in a paper by Hassan,
Nath, and Kirley (2007). Huang and Tsai (2009) tried to improve
the prediction accuracy and reduced the cost of training time
by combining the stock price variation rate with the self-
organizing feature map (SOFM) technique and a filter-based
feature selection. Kim, Min, and Han (2006) used GAs that com-
bined classifiers to predict the Korean stock price index (KOSPI).
Liao, Ho, and Lin (2008) discovered stock market investment is-
sues on the Taiwan Stock Exchange Capitalization Weighted Stock
Index (TAIEX) using a two-stage data mining approach. Yu and
Huarng (2008) applied neural networks (NNs) to fuzzy time-
series forecasting.

It is widely accepted by many studies that non-linearity exists
in financial markets, and that NNs can be effectively used to un-
cover such relationships (Enke & Thawornwong, 2005). Because
of the superiority of NNs, Ko and Lin (2008) introduced an NN
model to optimize investment weights of portfolios which showed
the effectiveness of the rate on investment of the buy-and-hold
trading strategy. Enke and Amornwattana (2008) developed a hy-
brid option trading system using a generalized regression NN to
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forecast the volatility and return of stock prices. Chang, Liu, Lin,
Fan, and Ng (2009) predicted the buy/sell points of stock prices
using a back-propagation network (BPN) to predict the rates of re-
turn for upwardly, steady, and downwardly trending stocks.

Zhu, Wang, Xu, and Li (2008) applied ANNs to prove that adopt-
ing the trading volume can improve the prediction performance of
NNs under short-, medium-, and long-term forecasting horizons.
Kim and Han (2000) combined a GA approach with ANNs to predict
the stock price index. Huang, Yang, and Chuang (2008) utilized
ANNs, support vector machines (SVMs), and ARIMA models which
adopted 23 technical indices and then used a voting scheme to pre-
dict trends in the Korean and Taiwanese stock markets. Hyup Roh
(2007) proposed hybrid models with NN and time-series models to
forecast the volatility of the stock price index. However in previous
studies, researchers set the parameters of ANNs intuitively or by
trial-and-error processes to obtain the results. However, an alter-
native means of applying ANNs was proposed to improve the con-
ventional Taguchi parameter design, and it is capable of effectively
treating continuous parameter values. Since the conventional
experimental design method and the Taguchi method are useful
tools for determining optimal process parameter settings (Chen,
Hsu, Hsieh, & Tai, 2010), this paper integrates design of experiment
(DOE), the Taguchi method, and a back-propagation neural net-
work (BPNN) to construct a robust engine and further optimize
the prediction accuracy.

The remainder of this paper is organized as follows. Section 2
describes the optimization methodologies including NNs, DOE,
and the Taguchi method. Section 3 proposes the detailed research
model and formulae. Experimental results and discussion are
presented in Section 4. Some concluding remarks are made in
Section 5.

2. Optimization methodologies

Optimization methodologies including NNs, traditional
experimental design, and Taguchi’s parameter design method
adopted to develop the proposed approach are briefly introduced
below.

2.1. Neural networks (NNs)

The use of ANNs or NNs is well accepted in the arenas of tele-
communications, signal processing, pattern recognition, predic-
tion, process control, financial analysis, etc. (Widrow, Rumelhart,
& Lehr, 1994). Much literature adopted a BPNN that has the advan-
tage of a fast response and high learning accuracy (Chen, Fu, Tai, &
Deng, 2009; Chen & Hsu, 2007; Dai & MacBeth, 1997; Maier &
Dandy, 1998; Yao, Yan, Chen, & Zeng, 2005). The superiority of a
network’s functional approach depends on the network architec-
ture, parameters, and problem complexity. If inappropriate
network architecture and parameters are selected, then the analyt-
ical results may be undesirable. Conversely, analytical results will
be more significant if a good network architecture and parameters
are selected. The BPNN consists of the input layer, hidden layer,
and output layer. Parameters for a BPNN include: the number of
hidden layers, number of hidden neurons, learning rate, momen-
tum, etc. All of these parameters have significant impacts on the
performance of NNs. Fogel (1991) proposed a final information sta-
tistic (FIS) process based on the Akaike information criterion (AIC)
to determine the number of hidden layers and neurons. A limita-
tion of Fogel’s research was that the process could only perform
simple binary classifications. Murata and Yoshizawa (1994) and
Onoda (1995) respectively proposed methods to improve the AIC.
These two methods, respectively called the network information
criterion (NIC) and NN information criterion (NNIC), use statistical

probability and an error energy function to determine the number
of hidden neurons.

In this research, the steepest descent method (or gradient des-
cent learning algorithm) was used to find the weight change and
minimize the error energy function. The activation function is a
hyperbolic tangent function. According to previous studies (Cheng
& Tseng, 1995; Haykin, 1999; Hush & Horne, 1993), there are a few
conditions for network learning termination: (1) when the root
mean square error (RMSE) between the expected value and net-
work output value is reduced to a preset value; (2) when the preset
number of learning cycles is reached; and (3) when cross-
validation takes place between the training samples and test data.
The first two methods are related to preset values. This research
adopts the first and second approaches by gradually increasing
the network training time to gradually decrease the RMSE until it
is stable and acceptable. The RMSE is defined as follows:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

i¼1
ðdi ÿ yiÞ2

r
; ð1Þ

where N, di, and yi are the number of training samples, the actual
value for training sample i, and the predicted value of the NN for
training sample i, respectively.

In network learning, input information and output results are
used to adjust the weighting values of the network. The more-de-
tailed the input training classification and the greater the amount
of learning information which are provided, the better the output
will conform to the expected result. Since the learning and verifica-
tion data for the BPNN are limited by functional values, the data
must be normalized by the following equation:

PN ¼ P ÿ Pmin

Pmax ÿ Pmin
� ðDmax ÿ DminÞ þ Dmin; ð2Þ

where PN is the normalized data, P is the original data, Pmax is the
maximum value of the original data, Pmin is the minimum value
of the original data, Dmax is the expected maximum value of the nor-
malized data, and Dmin is the expected minimum value of the nor-
malized data. When applying an NN to a system, the input and
output values of the NN fall in the range of [ÿ0.9, 0.9].

2.2. Design of experiment (DOE)

DOE is a critical methodology for applying statistical analytical
tools to systematic experiments. DOE allows experimenters and
engineers to develop a mathematical model to predict output vari-
ables or responses over interacting input variables. It can be used
for a wide range of experiments with various purposes which in-
cludes nearly all engineering and science arenas and even market-
ing studies. In general, one can learn about the investigated
procedures by using the DOE process, i.e., screening important fac-
tors, determining interacting factors, setting up a mathematical
model for prediction, and optimizing the responses (Islam & Lye,
2009).

In engineering, one often-used approach is the best-guess (with
engineering judgment) or the trial-and-error approach. Another
strategy of experimentation prevalent in practice is the one-
factor-at-a-time (OFAT) approach. Indeed, in the OFAT design,
there is no way to determine interacting factors (Berger & Maurer,
2002), and the OFATmethod can be considered a standard, system-
atic, and accepted method of scientific experimentation. Both of
these methods were proven to be inefficient and disastrous. These
methods of experimentation became outmoded in the early 1920s
when Ronald A. Fisher created much more efficient methods of
experimentation based on factorial designs. This type of experi-
mental design includes the general factorial, two-level factorial,
fractional factorial, and response surface methodology among
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others. Thus, there are not only cost savings in using factorial de-
signs; it is also the more-correct and -complete method of experi-
mental design. However, these statistics-based experimental
design methods are still not extremely widespread due to a lack
of adequate training in basic statistical concepts and tools by prod-
uct designers and process engineers (Montgomery, 2009).

Several aspects of the overall DOE method are shown and clas-
sified according to different aims such as the comparative objec-
tive, i.e., the primary goal of the experimental design is to
determine whether or not that particular factor is significant; the
screening objective, i.e., the purpose of the experiment series is
to select or screen out the few important main effects from many
less-important ones; response surface methodology (RSM) objec-
tive, i.e., the experiment is designed to allow the estimation of fac-
tor interactions and even quadratic effects; and optimal fitting of a
regression model objective, i.e., if the experimental response is
modeled as a mathematical function (either known or empirical)
of a few continuous factors, then the model parameters have to
be properly estimated using a multi-linear regression design. Once
a suitable approximation for the true functional relationship

between the independent variables and the surface response is
found, the response variables can be optimized (Myers, Montgom-
ery, & Anderson-cook, 2009).

2.3. Taguchi method

Taguchi’s robust parameter design is a systematic method
which normally selects an appropriate formulation of the signal/
noise (S/N) ratio and calculates an S/N ratio for each treatment.
There are three types of S/N ratios: nominal the best, the larger
the better, and the smaller the better. Most engineers choose the
highest S/N ratio treatment as the preliminary optimal initial
process parameter setting. The Taguchi method was also used to
design the parameters for NNs in previous research (Khaw, Lim,
& Lim, 1995; Santos & Ludermir, 1999). Khaw et al. (1995) applied
the Taguchi method to design parameters and verified that the
method could rapidly and robustly design optimal parameters.
Santos and Ludermir (1999) applied a factorial design to assist
the design and implementation of an NN. The formulae of the three
types of S/N ratios are given as follows:

nominal the best : S=N ¼ 10� log
�y2

S2

� �
; ð3Þ

the larger the better : S=N ¼ ÿ10� log
1
n

Xn

i¼1

1
y2i

 !

ffi ÿ10� log
1
�y2

þ 3�S2

�y4

� �
; and ð4Þ

the smaller the better : S=N ¼ ÿ10� log
1
n

Xn

i¼1

y2i

 !

¼ ÿ10� log½�y2 þ �S2�; ð5Þ

End

Fig. 1. Flowchart for artificial neural network stock return forecasting.

Table 1
Formulae of the proposed technical indicators.

Name of the indicator Calculation formula (The definitions of variables see notes listed at the bottom)

Stochastic % D 2
3 � Ktÿ1 þ 1

3RSV

RSV ¼ CtÿLn
HnÿLn

� 100
� �

Stochastic % K 2
3 � Dtÿ1 þ 1

3Kt

Relative Strength Indicator (RSI) 100ÿ 100
ð1þRSÞ

ðRS ¼ UPAVGðtÞ
DOWNAVGðtÞ

;

UPAVGðtÞ ¼ UPAVGðtÿ1Þ � ð4=5Þ þ UPt � ð1=5Þ
DOWNAVGðtÞ ¼ DOWNAVGðtÿ1Þ � ð4=5Þ þ DOWNt � ð1=5ÞÞ

Difference (DIF) EMA26 ÿ EMA12
ðDI ¼ ð2� C þ Hn þ LnÞ=4; SC ¼ 2=ð1þ nÞ
EMAt ¼ EMAtÿ1 þ SCðDI ÿ EMAtÿ1Þ

Moving average convergence and divergence (MACD) MACDtÿ1 þ SCðDIF ÿMACDtÿ1Þ
William’s% R 100ÿ HnÿC

HnÿLn
� 100

Ranking of relative return Ri
M � 100

Note:
1. RSV, raw stochastic value.
2. The first Ktÿ1 and Dtÿ1 are set to 50.
3. Ct, closing price of t; Ln, the lowest price during n days; Hn, the highest price during n days; n = 9 for Stochastic % D; n = 12 for the DIF; n = 5 for the W%R.
4. UPAVG(tÿ1), the average value of the variation when the stock price goes up; UPt, the increase in the stock price; DOWNt, the decrease in the stock price; DOWNAVG(tÿ1), the
average value of the variation when the stock price goes up; t = 5 in this case.
5. EMA, exponential moving average.
6. Ri, ranking of rate of daily return of a stock, the higher return the higher the ranking; M, total number of stocks in the market.

Table 2
Information on the factors’ assumed settings at different design of experiment levels.

Item Control factor Level 1 Level 2

A Neuros Number of neurons in the hidden layer 6 24
B Lr Learning rate 0.1 0.9
C Mt Momentum 0.5 0.9
D Epochs Number of epochs 10,000 60,000
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where yi is the response value of a specific treatment under i
replications, n is the number of replications, �y is the average
of all yi values, and S is the standard deviation of all yi
values.

A crucial procedure using the Taguchi method can be conducted
as follows: using an analysis of variance (ANOVA) of the S/N ratio,

determine factors having a significant effect on the S/N ratio; then
identify levels of these factors to maximize the overall S/N ratio
through the main-effect graphs of the S/N ratio. In case interactions
are significant, information obtained from the plots of interactions
is used to determine the optimal setting for the corresponding
factors.

Table 3
Design-of-experiment results for testing R and hit ratio variables.

StdOrder RunOrder CenterPt Blocks Neuros Lr Mt Epochs Testing R Hit ratio

11 1 1 1 6 0.9 0.5 60,000 0.020538 0.74
12 2 1 1 24 0.9 0.5 10,000 0.098521 0.72
6 3 1 1 24 0.1 0.9 10,000 0.077975 0.64

15 4 1 1 6 0.9 0.9 10,000 0.14354 0.78
16 5 1 1 24 0.9 0.9 60,000 0.070947 0.56
2 6 1 1 24 0.1 0.5 60,000 0.056034 0.72

17 7 0 1 15 0.5 0.7 35,000 ÿ0.00198 0.38
1 8 1 1 6 0.1 0.5 10,000 0.259911 0.74
4 9 1 1 24 0.9 0.5 10,000 0.200272 0.74

10 10 1 1 24 0.1 0.5 60,000 0.036916 0.7
5 11 1 1 6 0.1 0.9 60,000 0.190672 0.74
3 12 1 1 6 0.9 0.5 60,000 0.127319 0.74

18 13 0 1 15 0.5 0.7 35,000 ÿ0.03441 0.66
7 14 1 1 6 0.9 0.9 10,000 0.137458 0.6

13 15 1 1 6 0.1 0.9 60,000 0.148527 0.72
14 16 1 1 24 0.1 0.9 10,000 0.121676 0.7
9 17 1 1 6 0.1 0.5 10,000 0.229522 0.76
8 18 1 1 24 0.9 0.9 60,000 0.10492 0.46

19 19 0 1 15 0.5 0.7 35,000 0.239973 0.72
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Fig. 2. Main effects plot of the BPNN design-of-experiment factors for discrete characteristics.
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Fig. 3. Interactive plot of the BPNN design-of-experiment factors for discrete characteristics.
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3. Model construction and formulae

3.1. Model construction

A flowchart for the proposed ANN stock returns forecasting
model based on Chen et al. (2010) can be separated into four steps:
step 1 of identifying the experimental factors and quality charac-
teristics; step 2 of figuring out the main effects and interactions
of BPNN factors via the DOE; step 3 of optimizing ANN parameter
settings using the revised Taguchi method; and step 4 of running a
confirmation experiment for the proposed DOE-based optimiza-
tion as shown in Fig. 1.

3.2. Formulae of research data

This research proposes an integrated approach to effectively im-
prove the forecasting agreement effect compared to the one-step
sign rate using a DOE-based BPNN predictor. The proposed study
integrates a traditional experimental parameter design method
and BPNN to analyze data from January 1 to 30 June, 2009 of the
listed companies of the Taiwan Stock Exchange (TWSE). Because
of the high turnover rate of stocks traded on the TWSE, technical
analysis is a common and useful tool for analyzing short-term vari-
ations in the stock market. Kim and Han (2000) used technical
indicators to predicate the daily change in direction of the KOSPI.
To predict the stock price index by applying the practitioner’s ap-
proach to the technical analysis, it is possible to more-effectively
capture the information content in past prices (Loh, 2007). The
forecasting formula of the BPNN is:

VRt ¼ f ðTIi;tÿ1 ; i ¼ 1; . . . ;7Þ: ð6Þ

VRt shows the variation rate of the daily TAIEX index, that is
VRt ¼ ðItÿItÿ1Þ

It
, where It is the market index of the TAIEX at time t.

TI is the technical indicators of the listed companies adopted. The
technical indicators used here are listed in Table 1. This paper uses
technical indicators of seven listed companied as input compo-
nents. Zhu et al. (2008) forecasted the market index using top-re-
lated companies. Different from research findings, the related
companies depend on the b value of the listed companies. To find
the listed companies for research, the b coefficient of a company
was adopted. The formula for the b value of a stock, ba is:

ba ¼
Covðra; rmÞ
VarðrmÞ

; ð7Þ

where ra measures the rate of return of the stock, rm measures the
rate of return of the market, and Covðra; rmÞ is the covariance be-
tween the rates of return. The b coefficient is a key parameter in fi-
nance; the b value of a stock shows the relation of its returns with
that of the financial market as a whole. b is also a measure of the
financial elasticity or correlated relative volatility of the market.
The market (TAIEX) itself has an underlying b value of 1.0, and indi-
vidual stocks (listed companies) are ranked according to how much
they deviate from the market. An asset with a b value of 0 means
that its price is not at all correlated with the market. A positive b
value means that the asset generally follows the market. A negative
b value shows that the asset inversely follows the market, i.e., the
asset generally decreases in value when the market goes up and

Fig. 4. Optimization plot of the BPNN design-of experiment factors for discrete
characteristics.

Table 4
Information on the factors’ assumed settings via the revised Taguchi method.

Item Control factor Level 1 Level
2

Level
3

Neuros Number of neurons in the hidden
layer

6 5

Lr Learning rate 0.1 0.08 0.06
Mt Momentum 0.5 0.45 0.4
Epochs Number of epochs 10,000 9000 8000

Table 5
Experimental results for Y (the hit ratio) variable through the revised Taguchi method.

Neuros Lr Mt Epochs Y1 Y2 Y S S/N ratio

6 0.1 0.5 10,000 0.76 0.72 0.74 0.028284271 ÿ2.624883811
6 0.1 0.45 9000 0.82 0.78 0.8 0.028284271 ÿ1.946344131
6 0.1 0.4 8000 0.68 0.76 0.72 0.056568542 ÿ2.893583337
6 0.08 0.5 10,000 0.74 0.78 0.76 0.028284271 ÿ2.392751936
6 0.08 0.45 9000 0.78 0.72 0.75 0.042426407 ÿ2.519626444
6 0.08 0.4 8000 0.72 0.82 0.77 0.070710678 ÿ2.325161327
6 0.06 0.5 9000 0.6 0.7 0.65 0.070710678 ÿ3.818903493
6 0.06 0.45 8000 0.8 0.74 0.77 0.042426407 ÿ2.289967798
6 0.06 0.4 10,000 0.72 0.8 0.76 0.056568542 ÿ2.419835863
5 0.1 0.5 8000 0.74 0.82 0.78 0.056568542 ÿ2.192386908
5 0.1 0.45 10,000 0.76 0.72 0.74 0.028284271 ÿ2.624883811
5 0.1 0.4 9000 0.78 0.78 0.78 0 ÿ2.158107946
5 0.08 0.5 9000 0.74 0.76 0.75 0.014142136 ÿ2.501091038
5 0.08 0.45 8000 0.8 0.78 0.79 0.014142136 ÿ2.04954585
5 0.08 0.4 10,000 0.74 0.68 0.71 0.042426407 ÿ2.998101132
5 0.06 0.5 8000 0.7 0.64 0.67 0.042426407 ÿ3.504634231
5 0.06 0.45 10,000 0.76 0.74 0.75 0.014142136 ÿ2.501091038
5 0.06 0.4 9000 0.8 0.76 0.78 0.028284271 ÿ2.166674852
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vice versa. If a stock moves less than the market, the absolute value
of the stock’s b value is <1.0. This paper calculates the b values of
the listed companies of the TWSE using five companies the b coef-
ficients of which are very close to 1. To evaluate the efficiency of the
forecasting rate, the paper adopts (Zhu et al., 2008) one-step sign
prediction rate to calculate the hit ratio.

4. Experimental results and discussion

Step 1. Identify the experimental factors and quality
characteristics

In estimating the quality characteristics, the proposed DOE-
based research can be represented by two output variables: testing
R (TR, Pearson correlation), and the hit ratio (HR, one-step sign
with the same sign as the phase prediction rate), and both of them
are the-larger-the-better quality characteristics, while the experi-
mental factors include four input parameters: neurons of the hid-
den layer, the learning rate, momentum, and epochs.

In this research, we applied the DOE and revised Taguchi meth-
od to obtain the optimal parameter settings of the BPNN. Since the
number of hidden layers did not have a significant effect on con-
vergence, the number of hidden layer was set to 1; the transfer
function (or active function) was set as the hyperbolic tangent
for a data-normalized range of [ÿ0.9, 0.9]. The controlling DOE fac-
tors are the number of hidden neurons (Neuros), learning rate (Lr),
momentum (Mt), and the number of epochs (Epochs). Information
on the factors’ assumptive settings at different DOE levels is listed
in Table 2, and the experimental results for DOE planning are given
in Table 3.

Step 2. Figure out the main effects and interactions of BPNN
factors via DOE

For the statistical graphic analysis of the aforementioned exper-
imental data, the main effects (A–D) and their interactions are
plotted in Figs. 2 and 3.

From the above main-effects plot and optimization plot (see
Fig. 4), the optimal parameter settings of the proposed DOE-based
BPNN predictor can be shown as Neuros of 6, Lr of 0.1, Mt of 0.5,
and Epochs of 10,000.

Step 3. Optimize the ANN parameter settings using the revised
Taguchi method

Apart from the DOE, the Taguchi method focused on an orthog-
onal array experiment regardless of the interactions. Under the
condition of the four factors, one for two levels and three for three
levels, and no interactions among the four factors, the total degrees
of freedom were 7 (i.e., 1 � (2 ÿ 1) + 3 � (3 ÿ 1)). An L18 (21 � 33)
orthogonal array was suitable for arranging the factors and carry-
ing out the experiment. The proposed Taguchi method is a novel
concept not only in that it determines the equal-distance value
but also that it determines a better trend for the factor levels in
terms of the main-effects plots of the DOE in step 2 (i.e., the best
parameter settings are arranged in level 1 and then set up better
trend values in levels 2 and 3 with respect to the previous main-
effects plots of the BPNN’s DOE factors), as seen in Table 4. In this
experiment, there were two replications, and the predicted perfor-
mance of Y (the hit ratio) is an evaluation value for different com-
binations of factor levels. Y is the average of the two Y’s in each
replication. The optimal combination of factor levels is determined
by the largest S/N ratio, and the experimental results of the revised
Taguchi method are shown in Table 5. Subsequently, the main-
effects plot of BPNN factors by the revised Taguchi method are
drawn in Fig. 5. Finally, the optimal combination of factor levels
is represented by the following: a BPNN architecture of 4–5–1, a
hyperbolic tangent transfer function, the number of calculation
generations of 9000, a learning rate of 0.1, and a momentum of
0.45.

Step 4. Confirmation experiment for the proposed DOE-based
optimization

For the confirmation experiment of the final optimal parameter
settings and the response of Y (the HR), this research conducted
five replication tests with the number of epochs of 9000, a learning
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Fig. 5. Main-effects plots of BPNN factors via the revised Taguchi method.

Table 6
Confirmation experimental results for the final optimal parameter settings.

Neuros Lr Mt Epochs Y1 Y2 Y3 Y4 Y5 Y

6 0.1 0.45 9000 0.84 0.78 0.80 0.82 0.74 0.80
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rate of 0.1, and a momentum of 0.45, and the results are presented
in Table 6.

5. Conclusions

Investing in the stock market is an important financial practice
for many people around the world. Determining how to improve
the prediction rate of stock returns is a great concern of many
investors and researchers, and ANNs were proven to be an effective
forecasting tool for stock return forecasting by many researchers.
Most researchers use trial-and-error to determine the parameters
of ANNs, so it is difficult to obtain sound prediction rates in finan-
cial arenas.

This research integrated a conventional experimental design,
Taguchi’s parameter design method, and a back-propagation neu-
ral network (i.e., a design-of-experiment-based optimization) to
improve the forecasting rate. For the short-term stock return fore-
casting compared to Zhu et al. (2008), the one-step sign prediction
rate for short-term forecasting was revealed in three markets, DJIA,
NASDAQ and STI, and they ranged 53.275–64.73%. The above-
described experimental validation of the optimal parameter
settings can effectively improve the forecasting rate to 84%. Thus,
the proposed approach was proven feasible and effective for
enhancing the accuracy of stock price variation predictions.
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