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Abstract Anomaly intrusion detection is currently an
active research topic in the field of network security. This
paper proposes a novel method for detecting anomalous
program behavior, which is applicable to host-based
intrusion detection systems monitoring system call
activities. The method employs data mining techniques
to model the normal behavior of a privileged program, and
extracts normal system call sequences according to their
supports and confidences in the training data. At the
detection stage, a fixed-length sequence pattern matching
algorithm is utilized to perform the comparison of the
current behavior and historic normal behavior, which is
less computationally expensive than the variable-length
pattern matching algorithm proposed by Hofmeyr et al. At
the detection stage, the temporal correlation of the audit
data is taken into account, and two alternative schemes
could be used to distinguish between normalities and
intrusions. The method gives attention to both computa-
tional efficiency and detection accuracy, and is especially
suitable for online detection. It has been applied to
practical hosted-based intrusion detection systems, and
has achieved high detection performance.

Keywords intrusion detection, data mining, system call,
anomaly detection

1 Introduction

Intrusion detection is one of the main directions of
research in network security. There are two main
techniques for network intrusion detection: misuse
detection and anomaly detection [1,2]. Misuse detection
systems model attacks as specific patterns, and use the
patterns of known attacks to identify a matched activity as
an attack instance. Misuse detection is not effective
against unknown attacks [3]. Anomaly detection systems
use established normal behavior profile of a subject, e.g., a
user, a program, or a host machine, to identify any
unacceptable deviation as the result of an attack [4,5]. The
main advantage of anomaly detection lies in its ability to
detect novel and unknown attacks, and it acts as the major
direction of research in intrusion detection.
Many anomaly detection methods establishing normal

behavior profiles for programs or users have been
developed in recent years [1–9]. Yan et al., [5] introduced
a method for detecting anomalous program behavior
based on hidden Markov models (HMMs). The empirical
evaluation described in Ref. [5] demonstrates that the
method can achieve high detection accuracy, but it is
computationally expensive. Lane et al., [6] presented a
method for anomaly detection of user behavior on the
basis of instance-based learning techniques. The method
was tested on user shell command data, and the test results
show that the profiled user can be accurately differentiated
from alternative users when sufficient training data is
available. Tian et al., [2] introduced an anomaly detection
approach based on shell commands and homogeneous
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Markov chains. The advantage of this approach is
computational efficiency, but its detection accuracy is
not very high [2]. Its true positive rate is about 80% when
the false positive rate is 0.1%.
This paper presents an anomaly detection method to

detect intrusions by monitoring privileged program
behavior. Compared with the anomaly detection methods
in Refs. [3,5,8], the method in this paper gives attention to
both computational efficiency and detection accuracy, and
is especially suitable for online detection. It has been
applied to practical hosted-based intrusion detection
systems, and achieved high detection performance.
We analyze privileged processes and system calls in

Section 2 and give the training method to establish normal
behavior profiles for programs in Section 3. We present
the operation to perform detection in Section 4 and discuss
our evaluation results in Section 5. Then we conclude the
paper in Section 6.

2 Analysis of privileged processes and
system calls

There are many different levels on which an anomaly
intrusion detection system can monitor system behavior.
Privileged processes are a good level to focus on because
exploitation of vulnerabilities in privileged processes can
give an intruder super-user status. Furthermore, privileged
processes, especially those that listen to a particular port,
constitute a natural boundary for a computer [1,5].
Compared to user behavior, process or program behavior
is relatively stable over time. Users can carry out a wide
variety of actions, whereas processes usually perform a
specific, limited function [6,7]. Privileged processes are
running programs that perform services, such as sending
or receiving mail, which require access to system
resources that are inaccessible to ordinary users. This is
a simple definition, but the meaning of a privileged
process varies from program to program. For some
programs, a privileged process corresponds to a single
task. For other programs, multiple privileged processes
are required to complete a task [8].
In anomaly detection of program behavior, observable

data (audit data) is required to distinguish between normal
and intrusive behavior. In the work reported here, we
choose system calls into the kernel of an operating system
as the observable data. Each process is represented by its
trace: the ordered list of system calls used by the process
from the beginning to the end of its execution. This

observable trace is much simpler than other proposals,
especially those based on standard audit packages [10].
There are many ways in which system call data could be

used to represent the normal behavior of a program and
thus to detect anomalies, each of which involves building
or training a model using traces of normal processes [11].
In this paper, a model based on data mining techniques is
used to characterize the normal behavior of a program. In
a traditional classification task, both positive and negative
examples of the target concept are required for training
[12]. We characterize program behavior purely from
positive examples, and invoke the assumption that
anything not seen in the historical data represents an
anomaly; this is considered to be a reasonable assumption
in many former studies on anomaly detection because
divergence from past normal behavior is a practical and
important indication of intrusion [11].
In the method presented in this paper, two different

stages, the training stage and the detection stage, are
needed to perform anomaly detection of program
behavior. At the training stage, normal system call
sequences are extracted in the training data according to
their supports and confidences, and a dictionary of system
call sequences is constructed to represent the normal
behavior profile of the program. During the detection
stage, a fixed-length sequence pattern matching algorithm
is utilized to compare the current behavior with the
historic normal behavior, and the two different schemes
can be used to determine whether the monitored
program’s behavior is normal or anomalous while the
temporal correlation of the audit data is taken into account.

3 Training

During training, we make the stationary assumption, that
is, we assume that the action sequence of a privileged
process is not related to the time of its execution. In fact,
processes often have different distributions of system calls
at the beginning of their execution than they do at the end.
But the above assumption can greatly reduce the
computational complexity. Compared to the computation
of the HMM’s parameters in [5], the training here is
relatively simple. Furthermore, when new training data is
acquired, we can firstly compute the supports and
confidences of system call sequences in the new training
data, and then calculate the general supports and
confidences according to the proportion of the new data
to all the training data, and thus update the system call
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sequences in the dictionary. The following steps are
carried out to characterize the normal behavior profile of a
process in the training stage.

3.1 Collecting training data

It is assumed here that the collected training data set
consists of M traces. The M traces are denoted by R1,
R2,..., RM , where Ri is an ordered list of system calls
issued by a normal process which was created by the

program in history (1£i£M). Ri ¼ fsi1, si2,:::, sirðiÞg,
where rðiÞ denotes the number of the system calls

in Ri, and sij denotes the jth system call in Ri. Let

r ¼ rð1Þ þ rð2Þþ� � � þ rðMÞ. Here, r equals the total
number of the system calls in the collected training data
set.

3.2 Segmenting the training data into overlapping

sequences

Then, segment each of the M traces R1, R2,..., RM , into
overlapping sequences of system calls, and thus generate a
system call sequence list from each of the M traces.
Let S1, S2,..., SM denote theM system call sequence lists

generated from R1, R2,..., RM respectively, where Si is the
system call sequence list generated from Rij1£i£M .

And Si ¼ fSeqi1, Seqi2,:::, SeqirðiÞ – 1g, where Seqij ¼
ðsij, sijþ1Þ. Seqij denotes the jth system call sequence in Si.

Here 1£j£rðiÞ – 1. The length of each system call
sequence in the sequence lists is 2. That is, each sequence
contains two system calls.

3.3 Computing the supports and confidences of the system

call sequences

Let s�1, s
�
2,..., s

�
D denote the unique system calls in the

training data set R1, R2,..., RM , whereD equals the number
of the unique system calls. Let Seq ¼ ðs�i , s�j Þ denote the

system call sequence in which the first system call is s*i ,
and the second system call is s�j ð1£i, j£DÞ. The support
of Seq ¼ ðs�i , s�j Þ in the training data set could be

computed as follow:

supportðSeqÞ ¼ numberðSeqÞ=ðr –MÞ, (1)

where support(Seq) denotes the support of the sequence
Seq ¼ ðs�i , s�j Þ in the training data set; number(Seq)

denotes the number of occurrences of Seq ¼ ðs�i , s�j Þ in

the M system call sequence lists generated from the

training data set R1, R2,..., RM ; r –M is the total number of
the system call sequences in the M system call sequence
lists. Support(Seq) is the occurrence probability of
Seq ¼ ðs�i , s�j Þ.
Let Seq� ¼ ðs�i , s�Þ denote system call sequences whose

first system calls are s�i . In Seq� ¼ ðs�i , s�Þ, s� denotes an
unfixed (random) system call. The confidence of the
sequence Seq ¼ ðs�i , s�j Þ in the training data set can be

computed as follow:

conf idenceðSeqÞ ¼ numberðSeqÞ=numberðSeq�Þ, (2)

where conf idenceðSeqÞ denotes the confidence of the
sequence Seq ¼ ðs�i , s�j Þ in the training data set;

numberðSeq�Þ denotes the number of occurrences of
Seq� ¼ ðs�i , s�Þ in the M system call sequence lists
generated from the training data set R1, R2,..., RM . In
many cases, numberðSeq�Þ equals the number of occur-
rences of the system call s�i in the training data set.
confidenceðSeqÞ is the probability of transition from s�i to
s�j . According the above definitions, we can compute the

supports and confidences of the system call sequences in
the M system call sequence lists S1, S2,..., SM .

3.4 Constructing a dictionary of system call sequences

Here, a dictionary of system call sequences needs to be
constructed to characterize the normal behavior of the
program. First, two parameters need to be set. They are the
minimum support and the minimum confidence. Let min-
sup denote the minimum support, and Let minconf denote
the minimum confidence.
Let K be the number of the system call sequences

whose supports are above or equal to minsup in the M
system call sequence lists S1, S2,..., SM . The set of the K
system call sequences, whose supports are above or equal
to minsup, is denoted as Ωs ¼ fSeq�1, Seq�2,:::, Seq�Kg:
Let W be the number of the system call sequences

whose confidences are above or equal to minconf in theM
system call sequence lists. The set of the W system call
sequences, whose confidences are above or equal to
minconf is denoted as

Ωc ¼ fSeqþ1 , Seqþ2 ,:::, SeqþWg:
Let Ωd denote the constructed dictionary of system call

sequences which is used to characterize the normal
behavior of the program. Ωd could be Ωs, Ωc, Ωs[Ωc,
or Ωs\Ωc. Here we choose the system call sequences in
Ωs\Ωc to construct the dictionary, i.e., Ωd ¼ Ωs\Ωc.
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4 Performing detection

During the detection stage, observable data needs to be
acquired and processed. The dictionary of system call
sequences is used to classify the behavior of the monitored
processes created by the program as normal or anomalous.
Detection is performed as follows.

4.1 Acquiring observable data

Let R ¼ ðs1, s2, :::, srÞ denote the observable data acquired
during the detection stage. It is a trace generated by the

monitored process, where si is the ith system call in R, and

r is the number of the system calls in R ð1£i£rÞ. In the
case of online detection, the system calls in the trace are
acquired in time order.

4.2 Segmenting the trace into overlapping sequences of

system calls

The fundamental data units analyzed in the detection are
system call sequences. To analyze the temporal behavior

of the monitored process, the trace R ¼ ðs1, s2, :::, srÞ is
segmented to form a stream of overlapping system call

sequences which is denoted by S ¼ ðSeq1, Seq2, :::,
Seqr – 1Þ, where Seqi denotes the ith system call sequence

in the stream ð1£i£r – 1Þ, and Seqi ¼ ðsi, siþ1Þ. The
length of each system call sequence in the sequence
stream is 2, i.e., each sequence contains two system calls.

4.3 Sequence matching and normality analysis

For each system call sequence Seqi in the sequence

stream S ¼ ðSeq1, Seq2, :::, Seqr – 1Þ, compare Seqi with
the sequences in the sequence dictionary Ωd. If any

sequence in Ωd is identical to Seqi (i.e., Seqi 2 Ωd),

the system call sequence Seqi will be considered normal,
and the score of the normality measure corresponding to

Seqi will be assigned as CnormalðSeqiÞ :¼ 1. Otherwise,

Seqi will be considered abnormal, and CnormalðSeqiÞ :¼ 0.

Thus, a normality measure stream ðCnormalðSeq1Þ,
CnormalðSeq2Þ, :::,CnormalðSeqr – 1ÞÞ can be obtained.

4.4 Smoothing the normality measure stream and

classifying the process behavior

According to our study [1], intrusive traces generally
resemble normal traces. All of the real intrusions we have

studied produce abnormal system calls in temporally local
clusters. On the basis of this fact, we apply windowed
mean-value filters to smooth the normality measure

stream ðCnormalðSeq1Þ,CnormalðSeq2Þ, :::,CnormalðSeqr – 1ÞÞ.
Here, smoothing the normality measure stream and
classifying the process behavior are performed jointly.
Two alternative schemes are proposed for smoothing the
stream and classifying the behavior.
In the first scheme, the normality measure stream is

smoothed with a window of fixed length, e, and the
process behavior is classified with a fixed threshold, l.

The normality measure stream ðCnormalðSeq1Þ,
CnormalðSeq2Þ, :::,CnormalðSeqr – 1ÞÞ is smoothed as fol-
lows:

DðkÞ ¼ 1

e

Xk

i¼k – eþ1

CnormalðSeqiÞ, (3)

where e£k£r – 1. DðkÞ is called a locality frame
proportion, and it equals the proportion of normal
sequences in the locality frame of the e system call

sequences Seqk – eþ1, Seqk – eþ2, ..., Seqk . DðkÞ gives us a
signal for anomaly detection. The signal can indicate
the number of abnormal sequences in the temporally
local cluster. The mean-value filter can provide a
locality frame proportion for each normality measure

behind the eth measure in the input stream ðCnormalðSeq1Þ,
CnormalðSeq2Þ, :::,CnormalðSeqr – 1ÞÞ. This is convenient for
online detection.
Subsequently, the current behavior of the monitored

process could be classified according to DðkÞ and the
threshold l. If DðkÞ³l, the current behavior of the
monitored process will be considered normal. If
DðkÞ < l, the current behavior will be flagged as
anomalous. Here the current behavior corresponds to the

e system call sequences Seqk – eþ1, Seqk – eþ2, ..., Seqk ,
and also corresponds to the eþ 1 system calls sk – eþ1,
sk – eþ2,..., skþ1 that are generated by the monitored
process. The threshold l on the locality frame proportions
is a primary sensitivity parameter. A higher threshold
tends to catch more intrusions but also gives more false
positives. A lower threshold will result in fewer intrusions
detected and fewer false positives.
In the second scheme, the normality measure stream

is smoothed with windows of different lengths, and
the process behavior is classified using more than one
threshold. Here, we need to choose the number of the
window lengths which is denoted by V , V window
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lengths which are denoted by eð1Þ, eð2Þ, ..., eðV Þ, V
upper thresholds which are denoted by uð1Þ, uð2Þ, ...,
uðV Þ, and V lower thresholds which are denoted by
dð1Þ, dð2Þ, ..., dðV Þ, where eð1Þ < eð2Þ < ::: < eðV Þ,
and uð1Þ > uð2Þ > ::: > uðV – 1Þ > uðV Þ ¼ dðV Þ >
dðV – 1Þ > ::: > dð2Þ > dð1Þ. uðnÞ and dðnÞ correspond
to the nth window length eðnÞ. After computing the

kth normality measure CnormalðSeqkÞ in the stream

ðCnormal ðSeq1Þ, Cnormal ðSeq2Þ, :::, Cnormal ðSeqr – 1ÞÞ, the
stream can be smoothed and the current behavior of the
monitored process can be classified as follows.

Step 1 Define a variable n, and assign an initial value as
n :¼ 1.
Step 2 If k³eðnÞ, go to Step 3. If k < eðnÞ, do not

execute the following steps, and do not classify the current
behavior of the monitored process.
Step 3 Compute the mean value Dðk, nÞ:

Dðk, nÞ ¼ 1

eðnÞ
Xk

i¼k – eðnÞþ1

CnormalðSeqiÞ: (4)

Step 4 If Dðk, nÞ > uðnÞ, the current behavior of the
monitored process is classified as normal (consistent).
Step 5 If Dðk, nÞ£dðnÞ, the current behavior of the

monitored process is classified as anomalous.
Step 6 If dðnÞ < Dðk, nÞ£uðnÞ, then n :¼ nþ 1, and

go to Step 2.

Compared to the first scheme, the second scheme is
computationally more expensive, but can also achieve
higher detection accuracy.
It should be emphasized that the above operations

including the acquirement of the observable data, trace
segmentation, normality analysis, normality measure
stream smoothing and process behavior classification are
performed in parallel in the case of online detection. In the
case of the first scheme, after the monitored process
generates eþ 1 system calls, whenever it generates a new
system call, a new system call sequence will be formed,
and the normality measure of the sequence will be
assigned. Subsequently a new locality frame proportion
will be produced by the mean-value filter, and thus the
current behavior of the monitored process can be
classified according to the threshold.
Compared with the anomaly detection method based on

hidden Markov models in Ref. [5], our method is less
computationally expensive during the detection stage, and
is more applicable to online detection. In practical

detection, the computational efficiency can be improved
by optimizing the matching of system calls. In addition,
our method has high flexibility in the classification of
process behavior; the threshold l can be adjusted to
control the true and false positive rates according to
practical detection demands. In practical application, the
parameters in the method including the minimum support,
minimum confidence, window lengths and thresholds can
be determined from training data by cross-validation
which is popularly used in intrusion detection.

5 Experimental analysis

We tested the anomaly detection method described above
using the experimental data set issued by the University of
NewMexico [11] which is publicly available. The data set
we chose includes 85 traces of the sendmail program,
among which 79 traces are normal and 6 traces are
intrusive that contains SCCP or DECODE attacks. These
traces vary in their size and complexity. In the experiment,
we used 13 normal traces as the training data to construct
the dictionary of system call sequences. The 6 intrusive
traces and 10 normal traces are used as the test data to
evaluate the true and false positive rate respectively.
There are 289180 system call sequences in the 13

system call sequence lists generated from the 13 normal
traces in the training. We set the minimum confidence as
minconf ¼ 0. During the detection stage, the first scheme
is used to smooth the normality measure stream and
classify the process behavior. When the minimum support
minsup was set to 0, and the window length was set as
e ¼ 7, the curves of locality frame proportions output by
the mean-value filter during the detection stage are shown
in Fig. 1, where the continuous line represents the locality
frame proportions corresponding to the normal data (10
normal traces), and the broken line represents the intrusive
data (6 traces containing attacks). Figure 2 shows the
curves of locality frame proportions when the minimum
support minsup was set to 0, and the window length was
set as e ¼ 20.
Table 1 presents the experimental results when the

minimum support minsup and the threshold l change. The
false positive rate is the percentage of decisions in which
normal behavior was flagged as anomalous [1,11]. The
false positive rate was computed differently from the true
positive rate. To detect an intrusion (anomaly), we require
only that the signal D(k) falls below the preset threshold l.
However, making a single determination as to whether a
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normal trace appears anomalous or not is insufficient,
especially for very long traces. Each time that the behavior
seen in the trace is flagged as anomalous should be
counted separately [11]. Then, the false positive rate is the
percentage of decisions in which normal behavior was
flagged as anomalous.
According to the experimental results in Table 1, higher

minsup will result in more true positives but also gives
more false positives. In addition, we also tested the
HMM-based method in Ref. [5] and the sequence-based
method in Ref. [8]. using the same experimental data set.
In Ref. [5], the number of the states of the hidden Markov
model is set to 48, which is equal to the number of unique
system calls in the training data. In Ref. [8], the length of
system call sequences was set to 6, and the window length
was set to 20. Table 2 presents the experimental results.

As is shown in Table 2, the true positive rate of the
method in this paper is much higher than that of the
method presented in Ref. [8], while the false positive rate
of the our method is also lower. This means that our
method can provide higher detection accuracy. The
experimental duration in Table 2 is the time taken for
training and testing, which reflects the computational
costs of the different methods. We see from the results that
the computational cost of our method is much smaller than
that of the method in Ref. [5].
Furthermore, we changed the threshold l gradually to

get different true positive rates corresponding to different
false positive rates while minsup is set to 0, and thus drew
the ROC curve that reflects the relationship between the
true and false positive rates. In the experiment of the
methods in Refs. [5] and [8], we also drew the ROC
curves by changing the corresponding thresholds. In the
ROC curves, the x axis is false positive rate; the y axis is
true positive rate; different points can be achieved by
changing the thresholds l. Figure 3 shows the ROC curves
corresponding to the three methods. According to Fig. 3,
the general detection accuracy of our method is much
higher than that of Refs. [5] and [8].

6 Conclusion

In this paper we propose a novel intrusion detection
method by establishing normal behavior profiles for
privileged programs on the basis of the data mining
technique, which has been applied to practical host-based
intrusion detection systems. The method gives attention to
both computational efficiency and detection accuracy, and
is especially suitable for online detection. The results of
our experience show our method can achieve higher
detection accuracy than the existing typical methods such
as HMM-based method in Ref. [5] and the sequence-
based method in Ref. [8], while computational cost of our
method is much smaller. The proposed method is also
applicable to discrete behavior data from other subjects
such as shell commands from a user and audit events from
a host machine.

Fig. 1 Curves of locality frame proportions when e = 7

Fig. 2 Curves of locality frame proportions when e = 20

Table 1 Experimental results when minsup and l change

minsup Threshold False positive rate/% True positive rate/% Number of sequences in Ωd

2/289180 0.5 0 83 120

6/289180 0.2 0 83 99

10/289180 0.9 0.89 100 57

10/289180 0.2 0.02 100 57
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