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SUMMARY

Trust in social network draws more and more attentions from both the academia and industry fields. Pub-
lic opinion analysis is a direct way to increase the trust in social network. Because the public opinion
analysis can be expressed naturally by the graph algorithm and graph data are the default data organiza-
tion mechanism used in large-scale social network service applications, more and more research works
apply the graph processing system to deal with the public opinion analysis. As the data volume is grow-
ing rapidly, the distributed graph systems are introduced to process the large-scale public opinion analysis.
Most of graph algorithms introduce a large number of data iterations, so the synchronization require-
ments between successive iterations can severely jeopardize the effectiveness of parallel operations, which
makes the data aggregation and analysis operations become slower. In this paper, we propose a large-
scale graph data processing system to address these issues, which includes a graph data processing model,
Arbor. Arbor develops a new graph data organization format to represent the social relationship, and
the format can not only save storage space but also accelerate graph data processing operations. Fur-
thermore, Arbor substitutes time-constrained synchronization operations with non-time-constrained control
message transmissions to increase the degree of parallelism. Based on the system, we put forward two
most frequently used graph applications on Arbor: shortest path and PageRank. In order to evaluate
the system, we compare Arbor with the other graph processing systems using large-scale experimental
graph data, and the results show that it outperforms the state-of-the-art systems. Copyright © 2014 John
Wiley & Sons, Ltd.
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1. INTRODUCTION

In recent years, with the growing popularity of Facebook [1], Twitter [2], Renren [3], and so on,
social network service (SNS) applications achieve great successes. These applications draw more
and more attentions from academia and industry communities. Ordinary users are getting used to
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share their stories and feelings with SNS, and it quickly becomes a commodity service in our daily
life. However, it has serious security issues. Many criminals aim to use the information provided
in SNS applications to create inflammatory remarks. Such activities greatly endanger the public
safety and social security [4]. It jeopardizes the mutual trusts among users and impedes the further
development of SNS applications.

Various mechanisms have been proposed to enhance the trust in social networks. Among them,
public opinion analysis plays an important role. It aims to excavate the useful information hidden
inside large-scale SNS data. This information includes but is not limited to finding the opinion
leader, community detection, and friend recommendation [5]. Because of the rapid increasing num-
ber of users and user interactions/activities in SNS applications, not only the total volume of data
but also the quantity and complexity of hidden information boost dramatically.

In order to discover hidden information, we need to describe the SNS data in a systematical
way and then design an appropriate data processing strategy on it. For SNS applications, the graph
data model is the de facto data organization format [6-9]. Research and industry communities have
developed various data analysis software to discover useful information disseminated in the graph.
While data analysis operations on large-scale graph data have been well studied in graph data pro-
cessing systems such as Pregel [10], Twister [11], Trinity [12], and Hama [13], the larger data
sizes and more complex relationships in today’s graph data make these operations becoming more
and more time consuming with these existing techniques. It becomes extremely difficult to obtain
useful information with timely responses. Developing an efficient graph processing model is in
great need.

The state-of-the-art data analysis systems can be categorized into two types: graph database
and graph data processing system. In the first approach, graph data are stored in database. The
graph database can provide efficient query models on graph data with the mature techniques
in databases such as transaction, indexing, query language, and traverses on graph. However,
these systems can only carry query and aggregation functionalities. They do not provide high
performance parallel computing strategies in the graph. In the second approach, the graph data
processing system applies master—slave framework. Slaves are the worker nodes, which exe-
cute the tasks assigned by the master. The master node is in charge of splitting the graph jobs
into multiple tasks; thus, the graph jobs are executed by the slaves in parallel. Clearly, this
approach can fit the needs of graph data processing tasks for scalable processing requirements.
As a result, the researches on graph processing systems draw more and more attentions, and
many systems are developed and widely used nowadays, including Twister [11], HalL.oop [14],
Pregel [10], and so on. However, this approach also has severe problems. For example, the data
synchronization requirement between two consecutive processing steps impairs the benefits of par-
allel processing. The master node has to send synchronization messages to the slave nodes and
waits for their replies. This process adds extra overheads and slows down the data operations
significantly.

Based on the previous discussion, we conclude the key issues in the large-scale graph data
processing system as follows.

e [/O accesses on graph data are frequent, especially for the large-scale data analysis tasks.
Apparently, keeping as much data as possible in the physical memory storage space can
enhance the access efficiency. However, the amount of physical memory is limited, and it
cannot hold all the processing data in most scenarios.

e In the emerging systems, the data processing tasks can only progress to the next super step
after all the tasks in the current super step are finished. Clearly, the system overall perfor-
mance is restrained by the slowest work node. Furthermore, the master node has to conduct
data synchronization operations between two consecutive super steps, which is the bottleneck.
It increases the workload on the master node and reduces the effectiveness of the parallel
processing significantly.

In this paper, we propose an efficient large-scale graph data processing framework. In our
model, first, we propose a novel graph data organization strategy to reduce storage consumption.
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It integrates the advantages of both hyper graph (HG) and simple graph (SG) by introducing
extended simple graphs (ESGs). Second, for graph data analysis operations, our system replaces data
synchronization coordinations with a control message mechanism. Third, we introduce two opti-
mization methods to further improve the efficiency in messages transmission operations. Overall,
the paper has the following contributions:

e Designing a novel data storage mechanism. The main idea is to organize graph data with ESGs.
ESG can replace complete connected subgraphs in the original data with hyper edges. It can
significantly reduce the storage consumption overhead.

e Replacing synchronization operation between data iterations with a novel message mechanism.
A slave node can advance to the next iteration once the control message received from the
other slaves matches its own record. It does not have to communicate with the master node for
synchronization any more. It greatly reduces the overhead on the master node.

e Implementing an efficient real-time distributed graph data processing model, named Arbor,
based on the previous ideas. We evaluate Arbor with extensive simulations, and the results
show that, compared with the widely used open-source systems Hama and HyperGraphDB, it
can achieve significantly higher performance.

The rest of this paper is organized as follows. Section 2 introduces the bulk synchronous par-
allel (BSP) model, the different representation of graph data, and the standard graph algorithms.
Section 3 describes the system design and presents the technical details. Section 4 discusses two
basic public opinion analysis applications based on the proposed processing system Arbor. Section 5
depicts simulation configurations and analyzes experimental results compared with other systems.
Section 6 gives the related works. Finally, Section 7 concludes the paper.

2. BACKGROUND

2.1. BSP model

BSP model is a parallel computation model proposed by an English scientist Viliant [15]. The key
component in BSP is super step, which is the minimum computation unit. A super step consists of
multiple slave nodes with associated workloads. Each round, only when the assigned tasks on all
the slave nodes are finished, the system can proceed to the next super step. The process of checking
whether the tasks are finished or not is called synchronization, which is the most time-consuming
operation in BSP. If the tasks are not well distributed on the slave nodes, the overall processing
speed is restrained by the slowest slave node. As a result, the synchronization requirements seriously
jeopardize the efficiency of parallel processing paradigm. To illustrate this issue, Figure 1 shows an
example with two consecutive super steps. Clearly, no slave node can advance to the second super
step before all tasks in the first step finish.

There are many distributed processing systems applying BSP as the data analysis model, such as
Apache Hama [13], Google Pregel [10], and Microsoft Trinity [12]. Because of the nature of graph
data analysis, in each iteration, the system can only obtain the local optimal results instead of global
ones. In order to refine the results, multiple graph data iterations are unavoidable. For example, in
the single-source shortest path (SSSP) problem, initially, each vertex receive a minimum distance
information from its neighbor vertexes. However, it is based on the most recent information from
its neighbor vertexes, and they are not likely the global optimal minimum distance yet. Each vertex
compares this information with the current values and makes updates (if smaller than the current
distance). It then sends messages containing updated distance information to its own neighbor ver-
texes in the next iteration. The neighbor vertexes can start comparisons and send the updated results
to their own neighbors. In the consecutive rounds, each vertex keeps receiving messages containing
distance information and updates their own accordingly. The whole process continues until no new
results are generated. During this process, the delivering messages are not likely to be received by
the neighbor vertexes simultaneously. In order to ensure the correctness, a synchronization operation
is necessary between iterations. The system cannot move to the next step until the vertexes receive
all the messages from their neighbors.
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Figure 1. Bulk synchronous parallel model.
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Figure 2. Simple graph (SG) and hyper graph (HG).

Clearly, BSP model is suitable for off-line graph data processing systems because the super
step cannot go on until all the vertexes in this super step are finished, which is time consuming.
For on-line processing, because of synchronization requirements, the system performance is deter-
mined by the slowest node. It is a great challenge to apply BSP model on real-time on-line
graph data processing system and achieve satisfactory performance, especially for large-scale
SNS applications.

2.2. Simple graph and hyper graph

We can choose two data organization mechanisms to store the graph data: SG (Simple Graph) and
HG (Hyper Graph). They are applied on different applications. For example, HG is mainly used in
image processing [16], human action recognition [17] applications, and so on. SG can be applied
on network organization [18], human brain analysis [19] applications, and so on. However, both of
them have pros and cons.

As Figure 2 displays, an SG consists of vertexes and simple edge only. A simple edge is an
edge that can only connect two vertexes, for example, AB. According to the directional information,
simple edges can be further divided into two types: directed edges and undirected edges. Based on
that, two classes of SGs can be constructed: directed graph and undirected graph.

The description of HG is also shown in Figure 2. Same as SG, an HG consists of vertexes and
edges. However, edges in an HG are hyper edges. A hyper edge is an edge that can connect more
than two vertexes. For example, the hyper edge C1 connects four vertexes, A, B, C, and D. Here, all
hyper edges are undirected edges.
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3. GRAPH DATA PROCESSING SYSTEM DESIGN

In this paper, we propose an efficient graph data processing model called Arbor to address the
aforementioned problems in data analysis tasks for SNS applications. Arbor introduces a new data
organization format to reduce storage consumption and offer fast I/O accesses. In order to simplify
the programming burden for data analysis system programmers, Arbor also provides an easy-to-use
programming model (API). Thus, users only need to implement the specific interfaces following the
predefined rules, and they can leave other jobs to Arbor framework. Users submit the graph jobs to
the graph data analysis engine in Arbor for processing. When a job finishes and the final result is
generated, the engine returns it to the corresponding user. Arbor applies master—slave framework to
handle and execute the graph jobs. The master is responsible for analyzing and dividing the job to
several tasks and assigning them to different slave nodes. Then, the slave nodes execute the tasks
and return the results back to the master node.

In our system, we use ESGs, which replace simple edges with hyper edges in the storage
layer. It can greatly reduce the number of edges to be stored and save space. In order to allevi-
ate the effects of the slowest slave nodes and mitigate the scheduling and maintenance overhead
on the master node, Arbor eliminates synchronization operations by using a novel control mes-
sage mechanism. It also introduces several optimization strategies to improve message transmission
performance.

3.1. Programming model

We design the programming model for Arbor as depicted in Figure 3. There are only two interfaces
needed to be implemented by the users. One is the split interface, and the other is the computation
interface. If the user chooses not to implement its own split method, then a default implementation
can be chosen. It splits the vertexes based on their IDs with a hash function. The computation
method corresponds to the data analysis application specifications as shown in Algorithm 1. It has
to be provided by the users. No default one is offered.

Algorithm 1 Arbor Programming Model
Require:
input : msgs

1: value = compute(msgs)
2: edge = getOutEdgelterator()
3: for eachi € edge do
4:  sendMessage(edge[i],message)
5: end for
split split
‘ Input split split 3 Output
split split
Figure 3. The programming model in Arbor.
Copyright © 2014 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2014)
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In the algorithm, the message transmission model is embedded inside the Arbor system. As a
result, the programming model is based on ‘think as a vertex’, and only the compute(msgs) needs
to be implemented by users. The users can only think about what computations are needed, which
greatly simplifies the distributed computation complexity in data analysis tasks.

3.2. Graph data storage

In SNS applications, subgraphs of completely connected vertexes are very common, especially
for triangle, a special type of completely connected subgraph. For example, as Table I shows, we
take three public data sets for analysis, and we find out that the number of those subgraphs is
reasonably large.

In SNS data analysis tasks, the users in the same groups or communities can be considered as
a completely connected subgraph because they can contact each other directly. Usually, users in
the same group have common interests or have similar service requirements, such as ‘slave trade
transaction group’ and ‘electronic books reading club’. Other examples include ‘students from the
same class’, ‘office workers in the same department’ [8, 9], and so on.

Clearly, for graph applications, the complex relationships among users, groups, and communi-
ties have to be reflected in graph data organizations. It must support many-to-many and directional
relationships simultaneously. Both SG and HG are not able to meet the requirements at the
same time because SG can only represent one-to-one relationship, while the standard HG has
no directional edges. To address this issue, in Arbor, we introduce a new graph data organiza-
tion format, named ESG. In ESG, Arbor groups vertexes that are intensely connected with super
vertexes. Fundamentally, ESG means that the graph is SG. However, the simple edge in SG
is replaced by hyper edge in ESG. Therefore, the graph can represent many-to-many relation-
ships with hyper edges, and at the same time, it keeps the characteristics of directions in simple
edges.

As shown in Figure 4, the left side is the original graph data. If we use SG representation, four
vertexes and eight directed edges are needed. Here, three vertexes A, B, and C are completely con-
nected with six directed edges. To save space and simplify the representation, we can put them
together and create a hyper edge to replace all the three nodes and six edges. As shown in the right
portion of Figure 4, using ESG, one directed edge is defined to connect from D to the combination
node of (A, B, and C) with just one hyper edge. Only one vertex, one directed edge, and one hyper
edge are needed. Clearly, by combining hyper edges with SGs, the number of edges needed in ESG
is reduced significantly. In Arbor, hyper edges are represented as key-value pairs. The ESG ID is
used as the key. An example is shown in Figure 5.

Table I. The number of completely
connected subgraphs of three data sets.

Graph Number of triangles
Collaboration 173361
Email 727044
Flickr 3985776

© e
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Figure 4. Extended simple graph in Arbor.
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Id: 123
Value:

Id1: A
valuel:34
dest1:B
value2:45
dest2:C

1d1: B
valuel:35
dest1:C

©e0e

Figure 5. Key-value representation of super vertex in extended simple graph.

3.3. Graph data analysis

In order to dig out the useful hidden information, the system has to conduct graph data analysis
operations, which involves complex computations and multiple iterations.

Arbor adopts BSP model for graph data analysis tasks. However, to achieve higher performance,
we make significant changes in the original model and develop an efficient message mechanism to
eliminate the time-consuming synchronization operations. In addition, we introduce several opti-
mization approaches including Check Before Sending, and Avoid Unnecessary Messages to reduce
the overhead even more.

3.3.1. Graph processing framework. In the traditional BSP model, the synchronization time is
determined by the operations on the slowest slave. During this period, all the other slave nodes are
idle. In our experiments, we found out that in most data analysis tasks, for each iteration, the slow-
est slave node that finishes the tasks is not always the same. As a result, the task on a certain slave
node can process if all of its dependent tasks are finished already, and it does not have to wait until
the slowest task to finish. Using this approach, the operations on the slowest slave nodes in multiple
iterations (super steps) overlap, and the effects of those slowest tasks reduce a lot. Another advan-
tage of this approach is that the master node does not have to coordinate the synchronizations any
more, which greatly reduces the scheduling overhead.

In Arbor, we use a novel control message mechanism for this purpose. Arbor splits the orig-
inal graph data and records the corresponding information such as which partitions containing
related tasks. During data processing period, this information is used to determine if the compu-
tation tasks on a slave node should communicate with other tasks or not. For example, suppose
the number of messages that a vertex should received is 2, and if it receives a message from
one of its neighbors, the number is modified to 1, representing that there is only one more
message needed to be received to continue this task. When this number reduces to 0, the cor-
responding slave node can advance to the next super step; no instruction from the master node
is needed.

(a) Task Distribution

Before the graph data processing starts, Arbor preprocesses the original graph data and
checks the legality. The relationships between vertexes and edges are recorded. For example,
if vertexes A and B are connected with each other by an edge, this information is recorded as
a control message, and it will be used later.

Next, to achieve good load balancing, Arbor task scheduling module carefully examines
the requirements of the coming tasks and distributes them onto the slave nodes according to
the available resources on those nodes. The algorithm used in task distribution is shown in
Equation 1. Arbor takes two factors into accounts, the load balance and the independence,
when distributing the tasks. Independence means that the distribution should result in fewer
relationships between groups of tasks. After distribution, groups of tasks are assigned on
different slave nodes.

Copyright © 2014 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2014)
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The communications between the master and slave nodes are implemented by heartbeat
messages. The slave nodes record the load information including the CPU, memory usages,
and the number of tasks assigned and report to the master node periodically. When there are
too many tasks from one job assigned to a slave node, the master node can migrate some of
the tasks to other light-loaded slave nodes. The description is shown in Equation 1.

Q=PixVg+ P sV (1)

Q identifies how suitable for a node to execute a certain task; the higher the better. P is
the data weight factor. V; represents whether a piece of data is requested, and it is either 1 or
0. P; is the load balancing weight factor, and V} is the value of load balance. P; and P; are
both within [0, 1], and their sum is 1. V} is greater than 0, and how to determine it is discussed
in Equation 2. In most situations, the values of P; and P; are chosen upon experiences.
If a job is computationally intensive, P; should be higher. If it is I/O intensive, P; should
be larger.

Vi = 1/((My/M;) % (Cu/ C)) | (M /M) + (Cu/ C1))) )

where M,, and M; are the used memory and total memory. C,, and C; are the used CPU and
total CPU, respectively.

Arbor is a distributed framework that can handle multiple SNS jobs at the same time. In
Arbor system, we define a two-layer architecture to trace load balancing status. When the
jobs submitted by users are received, the master node tries to assign these jobs to different
nodes based on their requirements and currently available resources in the whole cluster. The
purpose is to achieve certain level of load balancing. Next, Arbor checks tasks in each given
SNS job. If the tasks from the same job become unbalanced, the dynamic scheduling module
is triggered. The system migrates the tasks on the heavy-loaded slave nodes to some other
light-loaded nodes for execution. With such a strategy, Arbor achieves both static and dynamic
load balancing with minimal overhead.

The task distribution algorithm is shown in Algorithm 2.

Algorithm 2 The Task Distribution Algorithm

Require:

weight: data intensive or computing intensive job
slaves: the load on all the slave nodes

Ensure:

AN

0 p: the slave nodes selected to execute a task

: for eachi € slaves do

Qi = Pgi x Vg + P xVy;

end for

Qs = Sort(Q)
Q, = Pick(TaskNum, Q)

As Figure 6 displays, there are two vertexes in taskl that have directed edges with the
vertexes in task2. Thus, we denote that the control message from taskl1 to task2 has a message
number 2. Similarly, the number of messages from task2 to taskl is also 2. Thus, we can
initialize that the control message number from task?2 to taskl is 2 as well.

(b) Control message

The control messages generated earlier are associated with the corresponding tasks. Each
task has to update the control messages as the data processing moves from one super step
to the next one. The format of a control message is [source task, destination task, iteration
number, message number], where the iteration number is the super step ID that the message
should be transferred. For example, when taskl is first launched, the master node sends a

Copyright © 2014 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2014)
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Figure 7. Control messages in Arbor.

message [1,2,1,2] to task2. It means that, in the super step 1, task1 sends a control message to
task2 and the message number is 2.

When a slave node receives a message, it checks whether the destination ID in the message
matches its task ID or not as shown in Figure 7. If they are the same, the control message
reaches the destination. The slave node checks the message number information, which repre-
sents how many data messages (explained next) that the destination task should receive from
the source task.

(c) Data Message

Besides the control messages, Arbor uses data messages to transfer the actual data and
information from one task to other tasks between successive super steps. The format of the
data message is [source task, destination task, iteration number, value], which is similar to the
control message. The value field maintains the actual data that the source task should send
to the destination task. It will be used in the following iteration (super step). For example,
assume taskl sends a message [1,2,1,45] to task2. When task2 receives this message, it sets
the parameter (the number of the received messages) to /. It is not equal to 2 in the control
message. The destination node, which is executing task1, keeps waiting for the next data mes-
sage. After a while, tasks] sends another data message [/,2,1,56] to task2. Now, the number
of the received messages is updated to 2, and it is equal to the number in the control message.
Thus, the destination node knows that it receives both messages, and it can proceed to the next
super step now.

(d) Iteration Message

During the graph data processing, some vertexes may obtain the final results earlier than
other vertexes and do not have to be involved in later iterations. During the iterations, to reduce
the computation overhead, the master node updates the computation information by remov-
ing the edges connected to the vertexes that obtained the final results from the computations.
Thus, unnecessary messages are eliminated, and the total number of messages to be trans-
mitted in the later super steps can be reduced significantly. Thus, it can further speed up the
overall performance.

Arbor implements this strategy using the following approach. Before starting a new data
iteration super step, on each vertex, the system checks the information of neighboring ver-
texes and marks all the vertexes that already obtain the final results. Those vertexes should
be excluded from future data message transmissions. It then modifies the control messages
accordingly. For example, as Figure 7 shows, if one of the two connected vertexes AJ or
EG already obtained the final result, this edge is removed from later iterations. Thus, the
corresponding control messages are updated to [1,2,2,1] and [2,1,2,1], respectively.

Copyright © 2014 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2014)
DOI: 10.1002/cpe



W.ZHOU ET AL.

Figure 8. Example of Avoid Unnecessary Messages in Arbor.

3.3.2. Optimization strategies. In SNS applications, because of the complex relation-
ships/interactions among users, a large number of data messages have to be transferred between
slave nodes. It has a great impact on the overall system performance. Arbor introduces two
optimization strategies to reduce the overhead.

(a) Check Before Sending
During the data processing, a slave node sends the final result of a vertex when obtaining it.
However, sometimes, the messages do not have to be sent under certain conditions. In Arbor,
when a slave node receives a data message, if the value in the data message is invalid, it drops
the message immediately. For example, in SSSP algorithm, a smaller value means that there
is a closer path from the source vertex to the current vertex. If a slave node receives a message
containing a larger value than the current value, the message is useless and should be dropped.
For example, when a slave node receives a data message that contains value 5, while the stored
value is only 4, the message is dropped.
(b) Avoid Unnecessary Messages
In the graph data processing, a data iteration super step may only involve a subset of the
vertexes. Other vertexes have to wait until certain messages are received before sending out
their own messages. Arbor takes this factor into consideration and avoids generating unnec-
essary messages. Taking SSSP as an example, assume the source vertex is A and we are
calculating the shortest distances from A to all other vertexes. As Figure 8 shows, in the
first iteration, only nodes B, C, and D should be involved because they are the direct neigh-
bor nodes of A. No message needs to be sent for other vertexes. In the second iteration,
only the direct neighbors of B, C, and D should be involved. All the other vertexes are not
touched yet.

4. APPLICATIONS

In this section, we describe how to use Arbor framework to develop the algorithms for real-world
problems. The two sample applications are PageRank and shortest path. These two applications are
the basic for public opinion analysis tasks. For example, PageRank can be used to calculate the
influence importance of each user in the SNS. Based on this operation, the system can discover the
opinion leader information.

4.1. PageRank

PageRank is a widely used graph algorithm. It can be applied on the applications such as web
analysis [20], human protein interactome [21], and influence maximization in the social network
[22]. An Arbor-based implementation of PageRank algorithm is shown in Algorithm 3.

Copyright © 2014 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2014)
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Algorithm 3 PageRank Algorithm with Arbor
Require:
input : msgs
sum: 0
superstep: 0
if superstep = 0 then
superstep = superstep + 1
while !msgs.isEmpty() do
sum = sum + (Integer)msgs.getNextValue()
value = 1/VertexNum
value = 0.15 x value + 0.85 * sum
end while
end if
if superstep < 20 then
for cach i € outEdges do
OutedgeNum = i.getDest().size()
SendMessage(i.getDest(),value/Outedge Num)
end for
. end if

_ =
TR0 XN R

_ ==
AN S

At the beginning, the super step ID is set to 0 when the algorithm starts. The initial value
on each vertex is set to 1/VertexNum. Then, in each of the first 20 super steps (20 is a
threshold to stop the computation, and it can be any positive number according to the applica-
tion specifications), each vertex sends the data messages containing this value to its neighbor
vertexes through the outgoing edges. When a vertex receives messages from all its neigh-
bor vertexes, it adds up the values and stores them in sum. It updates its current value
using the formula 0.15 % VertexNum + 0.85 % sum and then moves to the next super step.
Here, 0.15 and 0.85 are weights defined by the users according to the specific application
requirements; they can be changed accordingly. When the number of super steps reaches 20,
the graph data processing stops, and the current final result represents the ranks for all the
web pages.

The algorithm is related to the number of edges because the messages are transferred by the edges.
As a result, the time complexity is O(m), where m is the number of edges. The space complexity
corresponds to the message number because the messages consume the memory space and the
message number is related to the number of edges.

4.2. Single-source shortest path

The shortest path problem is one of the well-known problems in graph theory [23, 24]. The appli-
cations based on it are very common in our daily life, for example, the geographic navigation
systems. There are many variants, among which SSSP is the most popular one. It aims to find
the shortest path from the source s to the destination 7. An Arbor-based SSSP algorithm is shown
in Algorithm 4.

As shown in Algorithm 4, the value associated with each vertex is initialized to INF, which is
larger than any possible distance from the source to any destination. When the computation starts,
each vertex sends its value to the neighbors. Meanwhile, it waits for the new values sent from other
vertexes. When a vertex receives a new value from a neighbor, it compares with its own and updates
with the minimum one. Clearly, in the first super step, only the source vertex needs to update its
value, changing it from INF to zero and sending this value to its neighbors. In the second super
step, when one of its neighbors receives the value, the neighbor vertex updates its own value and
forwards to its neighbors in the following super step. The algorithm continues until there are no more
updates occurring. After the process finishes, the value in each vertex is the shortest distance to the
source vertex.
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Algorithm 4 Shortest Path Algorithm with Arbor
Require:
input : msgs
initialNum: 1000
super: 0
mindist: Integer.valueO f(value)
tempDist: mindist
if superstep==0 then
mindist = isSource(Integer.valueOf(vertexId))? O :initialNum
lastValue = String.valueOf(initialNum)
end if
while !msgs.isEmpty() do
tempValues = (String)msgs.getNextValue()
arr = tempValues.split (")
valueNum = arr.length
for each i € [lvalue Num] do
mindist = min(mindist,arrli])
end for
: end while
: for eachi € outEdges do
SendMessage(i.getDest(),mindist+value)
: end for
: value = mindist
: lastValue = value

—_ =
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5. EXPERIMENTAL EVALUATION

In this section, we present Arbor performance analysis results. In our experiments, we use a pseudo
graph data set, which is generated with the similar characteristics as the real SNS graph data
[25]. We compare Arbor with Hama, one of the most popular graph data processing systems, and
HyperGraphDB, a typical graph database implementation.

5.1. Experiment configurations

The pseudo test graph data used in our simulations contain of up to 10M vertexes. In the data set,
the vertexes are represented by their IDs.

All the experiments are conducted on a cluster consisting of six Sugon X8DTL servers. These
machines are connected with gigabyte networks. One of the servers is chosen as the master node,
and the others are used as slave nodes. We installed the distributed memory storage system Redis
[26] on all the machines, and the master node is also the master of Redis. The storage layer
used in Arbor is Hadoop Distributed File System. The detailed environmental settings are listed
in Table II.

Table II. The experimental environmental settings.

Type Model or performance metrics
CPU number Intel(R) Xeon(R) CPU E5620@2.4 GHz
Memory size 12G
Disk size 267G
Internet connection  Gigabyte bandwidth connections between nodes
Operation system CentOS 505, Linux 2.6.18
Software HyperGraphDB 1.0.0, Hama 0.4.0, Redis 2.0.4
Copyright © 2014 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2014)
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5.2. Graph data organization performance

The storage layer keeps the graph data and provides the data access interface. It has a direct impact
on the system overall performance. In the first experiment, we examine the average response time
and storage space consumption metrics in those systems.

5.2.1. Average response time. The average response time of graph data analysis tasks is a key metric
to measure the storage layer performance. It determines how fast the final answers can be generated
and returned to the users. First, we check the performance of read operations because the majority
of data accesses in data analysis tasks are reads. We compare Arbor with HyperGraphDB, and the
results are shown in Figure 9. Here, we do not include Hama for comparison because it integrates
the storage and computation operations together; no direct result can be obtained on its storage
layer only.

From the results, we can observe that, in both Arbor and HyperGraphDB, the average response
time becomes larger as the number of vertexes in the graph data increases. However, in all scenarios,
Arbor has significantly smaller response time than HyperGraphDB. For example, when there are
100 vertexes, the average response time in Arbor is 33 ms while it is 3100 ms in HyperGraphDB.
The average response time in Arbor is only 1.06% of that in HyperGraphDB. When the number
of vertexes becomes 10 million, the average response time is 108 ms in Arbor, while it is 6300 ms
in HyperGraphDB. The performance in Arbor is still much better than that of HyperGraphDB. We
believe that the smaller storage requirement in Arbor is the major contribution factor for the superior
performance. Arbor can easily place all or most of the data to be processed in the cache while it is
not possible for HyperGraphDB.

5.2.2. Extended simple graph performance. Arbor uses the extended SG as the de facto data orga-
nization format in its storage layer, in which a group of vertexes can be replaced by a single hyper
edge. Because of this, Arbor can significantly reduce the number of edges to be stored and thus
reduce the storage space requirements. Additionally, with less edges, the graph partition operations
can be executed in a smaller scale, which further speeds up the process. In this experiment, we
measure the benefits of using hyper edges.

As shown in Figure 10, with the usage of hyper edges, the number of edges needed to be gen-
erated in Arbor is much smaller than the original graph data with SG representation. The number
of edges in Arbor is only 9% of the original graph representation when the total number of ver-
texes is 100. While with 10 million vertexes, it achieves even better performance. The number of
edges in Arbor is almost 99% less compared with the original data organization. A direct impact
of the reduction on the number of edges is that Arbor uses much less storage space to keep the
data, the graph data representations are much simpler, and data analysis operations can be executed
much faster.
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Figure 9. Response time comparison of HyperGraphDB and Arbor. The x-axis is the number of vertexes.

The y-axis is the response time (in second).
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Figure 11. Response time comparison of shortest path application.

5.3. Graph data analysis

Finally, we evaluate the graph data analysis performance in Arbor and compare it with Hama.
Again, we use the average response time as the major metric for comparison. We also com-
pare the total number of super steps needed to fulfill a data analysis operation. The test case we
choose is finding the closest person to Rose in the pseudo SNS data set. It can be solved as the
SSSP problem. In this experiment, HyperGraphDB is not used because it is a graph database
implementation. It only provides data storage, and no distributed graph processing functionality
is offered.

As Figure 11 shows, the average performance in Arbor is much higher than that of Hama. In
all scenarios, the average response time in Arbor is at least 59% lower than Hama. As the number
of vertexes increases, the performance difference becomes larger. With 100K number of vertexes,
Arbor achieves the biggest performance gain, and it only consumes 14.25% of the average response
time in Hama. Apparently, Arbor has better scalability and is able to generate the final results much
faster than Hama.

Figure 12 compares the average number of super steps needed to execute a graph data analysis
operation. In this figure, the example is PageRank. Again, we can observe the similar trend. In all
situations, Arbor outperforms Hama significantly. It takes much less number of iterations to generate
the final result than Hama. For example, when the vertex number reaches one million, the iteration
number of Arbor is 2134, while Hama needs 3324. The iteration number is only 64.2% of Hama.

In addition, we compare the two systems using PageRank information, which can reflect the
contributions of each vertex in the graph.

As shown in Figure 13, the average performance is much higher in Arbor than in Hama. In all
scenarios, the average response time in Arbor is at least 17% lower than Hama. As the number
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Figure 13. Response time comparison of PageRank.

Table III. The number of messages comparison using
Check Before Sending optimization.

Vertex number 1 10 100 1K

Check before sending 0 15 2398 226548
No check before sending 0 21 2767 281254

of vertexes increases, the performance difference becomes larger. With 10M number of vertexes,
Arbor achieves the biggest performance gain, and it only consumes 75.34% of the average response
time in Hama. Similar to Figure 11, Arbor offers higher scalability. We also compare the number
of super steps (iterations) to generate the final results. The similar trend shown in Figure 12 can
be obtained.

From the previous experiments, we can draw the conclusion that Arbor reduces the maintenance
overhead for synchronization operations significantly with the introduced control message strategy.
As mentioned, Arbor also introduces several improvements to further increase the performance. In
the following experiments, we evaluate their effectiveness.

5.3.1. Check Before Sending. In Arbor, this technique allows the system to check the validity of the
received messages and avoids unnecessary message transmissions.

As Tables III and IV show, this method works very well. In all scenarios, the system reduces the
number of messages to be transmitted significantly. Furthermore, this method does not result in the
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Table IV. The number of messages comparison using Check Before Sending optimization.

Vertex number 10K 100K M 10M

Check before sending 1974623 436315798 404325654 3267907535
No check before sending 2976769 504587439 556734543 4333286385
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Figure 14. Check Before Sending optimization performance.

Table V. The number of messages comparison using Avoid
Unnecessary Messages optimization.

Vertex number 1 10 100 1K

Send for the first time 0 15 2770 260454
Non-sending for the first time 0 9 2574 273467

Table VI. The number of messages comparison using Avoid Unnecessary Messages optimization.

Vertex number 10K 100K 1M 10M

Send for the first time 3148769 504587439 556734532 4333286385
Non-sending for the first time 2964347 487567849 531467389 4276643376

increases on the number of super steps. As Figure 14 shows, using this technique, Arbor always
has a lower average response time under different numbers of vertexes. The larger the number of
vertexes, the more the average response time reduction we can acquire.

5.3.2. Avoid Unnecessary Messages. As we discussed in previous sections, some messages are
meaningless and should not be sent to neighbors. In Arbor, each node carefully examines the
received messages and abandons those unnecessary messages.

Tables V and VI compare the number of total messages sent with different methods. Avoid
Unnecessary Messages method always has a less number than the original approach. However, this
reduction does not always result in better performance. As shown in Figure 15, when the number of
vertexes is small, this strategy helps. However, when the number of vertexes is larger than 1000, it
has a negative effect and actually increases the response time. The main reason of this phenomenon
is that although it can reduce the number of messages to be sent, it turns out to add more data
iterations and consequently increases the average response time. Thus, as the number of vertexes
increases, the benefits it achieves cannot compensate the associated overhead any more. The system
performance becomes worse.
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Figure 15. Avoid Unnecessary Messages optimization performance.

6. RELATED WORKS

With the popularity of SNS applications, many large-scale graph processing systems are proposed,
such as MapReduce [27, 28]. Although MapReduce is a very good fit for a wide range of computing
problems and sometimes is used for large graphs, it has suboptimal performance and usability issues.
If a user wants to use MapReduce for the graph data processing, it has to implement the iterative
MapReduce by itself. In order to reduce the complexity of the iterative implementation, there are
emerging open-source implementations proposed, such as HalLoop [14] and Twister [11]. Twister
[11] is a system of iterative MapReduce [29], which is suitable for the graph processing because
the graph analysis involves multiple iterations. However, Twister is limited by the MapReduce [29]
architecture, which is designed for off-line analysis purpose. HalLoop [14] is another variant of
MapReduce. In HaLoop, the master node has to handle the synchronization for each iteration, and
it is also suitable for off-line analysis only.

Novel large-scale graph data processing systems have been introduced to relieve the issues.
These systems can be divided into two types: the graph database and the graph data process-
ing system. The graph database provides direct database type organization for the graph data
storage and simple data access interface. It includes HyperGraphDB [30], Neo4J [31], Infinite-
Graph [32], and so on. Graph database is important in the development of graph data processing.
With the growing volume of the graph data in SNS applications, this approach gains more atten-
tions. Among all the graph database, HyperGraphDB is the most popular one. HyperGraphDB
is a generally used, scalable, portable storage mechanism. It is designed for artificial intelligence
and semantics web applications. It uses Berkeley DB as the storage layer. HyperGraphDB can
support graph data storage and SG data queries and analysis. However, HyperGraphDB is a single-
node database, which cannot support the large-scale graph data aggregation and complex data
analysis tasks.

The graph data processing systems, such as Google Pregel [10], Apache Hama [13], and
Microsoft Trinity [12], manage the system main memory with the underlying storage layer together.
Such an integration mechanism can speed up data processing operations. Pregel [10] is a large-
scale off-line graph data processing framework. It adopts BSP model for synchronization. However,
Pregel only supports graph data analysis instead of graph query and aggregation. It is designed for
Google internal applications and may not suitable for other applications. Trinity is a query and anal-
ysis system. It provides two main functions: graph data query and graph data analysis. However, it
is used for off-line batch processing tasks and does not satisfy the on-line requirement. Furthermore,
Trinity does not support the graph data aggregation. Hama [13] is a distributed system designed for
graph data processing. However, in Hama, the synchronization of two super steps is performed by
the Zookeeper, which is time consuming. Furthermore, it is an off-line batch processing system and
does not fit the on-line graph data processing requirements.
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7. CONCLUSION

In this paper, we first summarize the key problems in the existing large-scale graph data processing
systems. Then, we propose a novel graph data processing system called Arbor to address these
problems. Arbor introduces a new data organization model called ESG, which uses hyper edges
to reduce the data representation complexity. It cuts the storage consumption greatly and speeds
up graph data processing operations. Arbor also proposes a novel control message mechanism to
replace expensive synchronization operations during data iterations. It is proven to be very effective,
especially for large-scale graph data processing tasks. Furthermore, Arbor designs two optimization
strategies including Check Before Sending and Avoid Unnecessary Messages to further improve
the efficiency. The evaluation results show clearly that Arbor is superior than the state-of-the-art
systems.
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