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A "mobile ad hoc network" (MANET) is an autonomous system of mobile routers connected by wireless links. The routers are free to move randomly and organize themselves arbitrarily; thus, the network's wireless topology may change rapidly and unpredictably. Such a network may operate in a standalone fashion, or may be connected to the Internet. Multi hop, mobility, large network size combined with device heterogeneity, bandwidth and battery power constrain make the design of adequate routing protocols a major challenge. In recent years, many routing protocols have been proposed for MANET. Basically these protocols can be fit in one of two major categories: on-demand such as AODV [1] and DSR [2], and proactive such as DSDV [3] and OLSR [4]. The review and performance comparison of these protocols are in [5][6][7]. A more comprehensive survey can be found in [8]. In this survey, we will not focus on individual routing protocols; instead we will discuss some new ideas proposed recently mainly to improve MANET throughput and scalability in different ways with some new routing metrics, new technologies such as multi-rate, multi-channel and hierarchical structure, by using cross-layer design.

1. Cross-layer Design of Multi-hop Wireless Networks

In most networking software, the protocols are divided into several modules to form a protocol stack. Each layer makes use of the services provided by the layer directly below it, and also provides service to the layer directly above it. The communication is limited between adjacent layers with a minimum set of primitives. The layering principle simplifies design and implementation and provides the possibility of alternative layer implementations. The success of the Internet demonstrates the power of a layered design in wired networks. The characteristics of wireless networks differ from wired networks in several ways, caused by their low link capacity and high bit error rates:

- Due to small-scale and large-scale channel variation, the channel quality changes within milliseconds depending on the node’s location and mobility. The routing protocol cannot select a route simply based on a single route request message [9].

- The wireless link capacity depends on the status of other links in its transmission range. Therefore the congestion can also be caused by the inference of other links.

Because of the direct coupling between the physical layer and the upper layers, the traditional protocol stack is not sufficient for wireless networks. Cross-layer design methodology is an active research area to improve wireless network performance, where the information is exchanged between different protocol layers dynamically. In a wireless network, physical layer, MAC layer and routing layer together contend for the network resource. The physical layer affects MAC and routing decisions by its transmission power and rate. The MAC layer is responsible for scheduling and allocating the wireless channel, which finally will determine the
available bandwidth of the transmitter and the packet delay. This bandwidth and packet delay also can affect the decision at the routing layer to select the link. The routing layer chooses the wireless links to relay the packets to the destination. The routing decision will change the contention level at the MAC layer, and accordingly the physical layer parameters.

There are some existing examples for cross-layer design in wireless networks. In CDMA2000 HDR (high data rate), each node periodically measures the quality of the channel to the base station and sends it to the base station, so the base station could give priority to the users with better channel quality to improve the throughput. In [11] the cross-layer design addresses the joint problem of power control and scheduling for multi-hop wireless networks with QoS. It takes SINR and minimum rate as constraints to minimize the total transmit over the links. [12] studied the interaction of the routing protocols and MAC protocols for wireless ad hoc networks under different mobility parameters. Experiments have been run with different parameter combinations of routing protocols (AODV, DSR and LAR Scheme 1 [13]), MAC layer (MACA, IEEE 802.11 and CSMA), speed of nodes and data packet injection rates. A statistical technique, ANOVA (analysis of variance), is used to analyze the results. The results show significant interacts between these variables in terms of performance [12].

**Table 1. Statistical Results on Interaction between Various Input Variables**

<table>
<thead>
<tr>
<th>Performance Metric</th>
<th>Interaction</th>
<th>Input Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latency</td>
<td>3-way</td>
<td>Routing protocols, node speeds and MAC</td>
</tr>
<tr>
<td>Packet received</td>
<td>4-way</td>
<td>Routing protocols, node speed, Injection speed and MAC</td>
</tr>
<tr>
<td>Long term fairness</td>
<td>2-way</td>
<td>Routing/MAC protocol, MAC/Injection rate</td>
</tr>
</tbody>
</table>

[14] is a simple cross-layer design example. AODV routing protocol is used in an ad hoc network for transmitting real-time video. The routing information created by AODV can be shared with application programs. When a sender wants to send packets, it will check the information first. If the route changed in terms of hop counts, it will adjust encoding bit rate to adapt to the links condition. In [15] the congestion information of mobile node is used by different layers such as network, transport and higher layer. A mobile node can be measured its congestion level by two metrics: one is the transmission queue length; the other is MACV layer utilization level, which can be obtained by monitoring the busy level of the wireless medium around it. Within network layer, the congestion parameter can be used as a routing metric to select route for the proactive routing protocols, or node can change the time interval to advertise its routing information; for reactive routing protocol such as DSR, when a node may not rebroadcast Route Request messages if it knows the medium around it is busy. Within the transport layer, a node may set Explicit Congestion Notification (ECN) bits in a packet’s IP header. Within other higher layer protocols, for example, the sender may compress the data before transmission if it knows the some link in the route is very busy. When applying these uses in DSR, the simulation results show substantial improvement in terms of delivery ratio, overhead and scalability.

While cross-layer design may gain some improvement on network performance, it also may lead to negative consequences. When we break the layer isolation in the protocol stack, we also loose the design abstraction. [16] discusses the potential risk of cross-layer design. The authors state that though we can gain some improvement on network performance, this gain is not unbounded.
Any design changes in the protocol stack when adding interaction between different layers may have effect on the whole system, which may lead to “spaghetti” design. Though we may have short-term gain, because of unforeseen reactions in the system, further changes become more difficult. The authors provide some design principles [16]:

A. Interactions and The Law of Unintended Consequences: when we add interaction to different layers, we must consider the effect on other layers in the systems.

B. Dependency Graph: representing the interaction between protocol parameters as graph.

C. Time-Scale Separation and Stability: From dependency graph, we can derive some stability principles.

D. The Chaos of Unbridled Cross Layer Design: more design issues need to be considered, for example, the code maintenance.

The authors also give some examples to illustrate the potential problems in cross-layer design. We will discuss one example in Section 3.

2. Problems with the IEEE 802.11 MAC Protocol

The IEEE 802.11 medium access control (MAC) is a standard widely used in wireless LAN and wireless ad hoc networks. However it was not designed for multi-hop wireless ad hoc networks, and there are some papers on this topic. In [17], the authors set up a simple wireless network with 8 static nodes in a string topology. In the network, each node is 200m apart, and the wireless interface’s transmission range is 250m and TCP traffic is used. After simulations in NS2, the authors found the following three problems rooted in the MAC layer:

A. The TCP instability problem: the throughput of only one TCP connection existing in the network repeatedly reached or was near zero. It was caused by the interactions between different nodes carrying TCP-data and TCP-ACK traffic. The “hidden node problem” causes collision in an intermediate node, and the “exposed node problem” prevents the intermediate node from sending a CTS message. So the node cannot reach its neighbor and the link is often broken in the middle of the route. Using smaller maximum window size can lessen or clear this problem.

B. Serious unfairness: one kind of unfairness is called “neighboring node one-hop unfairness”. Caused by the same problems as A, when there are two TCP connections in the network, one session may be completely shut down and have no chance to restart in some circumstances even if it starts much earlier. This problem cannot be solved by adjusting the window size.

C. Incompatibility problem: two TCP sessions cannot coexist in the network at the same time, and the turnover time is totally random, which is caused by the “exposed node problem”. It cannot be solved by adjusting TCP parameters.

In the wireless LAN with infrastructure, using RTS/CTS and carrier sense to prevent “the hidden node problem” seems work well, because the nodes that potentially interfere with the reception at the receiver are all in the receiver’s sensing range under the assumption that the transmission range is the same as the sensing range. It is not true for multi-hop ad hoc networks. In the simulation tools which model WaveLAN cards, the sensing range is twice longer than the successful transmission range, so that some nodes cannot send back CTS packets when their neighbors are transmitting, which leads to broken links. [18] proposes an adaptive RTS/CTS
mechanism to reduce the unfairness caused by IEEE 802.11. Because we cannot totally turn off RTS/CTS, it will still result in unfairness and collision. In an adaptive RTS/CTS scheme, a node will turn off RTS/CTS when the number of “Waiting for CTS timeout” events exceeds a threshold. The counting number is updated in a sliding window fashion. The simulation results show that this adaptive mechanism can significantly improve the fairness both for UDP and TCP transmission. [19] explores the RTS/CTS issue even further. This paper discovers there are some scenarios where RTS/CTS can induce congestion in ad hoc networks. At first CTS/RTS may cause a blocking problem, as illustrated in Figure 1 [19]. Node B is sending packets to node A. Node C receives both RTS and CTS, so it will stop transmitting. If at this time node D sends RTS to node C, node C cannot reply with CTS, finally node D will enter into exponential backoff mode. In this scenario, node C need not be either a hidden node or an exposed node as Figure 1 shows, because it can receive both RTS and CTS. In the current implementation of the RTS/CTS mechanism, when a node received an RTS packet not addressed to it, it is required to stop transmitting. In the blocking problem scenario, these nodes neighboring to the blocked node may be falsely blocked, and even worse, the false blocking may spread through the network until some event like packet drop breaks this kind of pseudo-deadlock. [19] proposes a solution to the false blocking problem. The basic idea is RTS validation: when a node hears RTS which is not addressed to itself, it will defer a certain amount of time to check if there are really data packets in transmission. If the medium is still idle, which means that false blocking may happen, it will not defer any more. The simulation results show this solution can significantly improve the throughput.

![Figure 1. Blocking Problem: node C is blocked due to the communication between node A and node B. Therefore, node D does not get any response to the RTS packets it sends and enters backoff.](image)

[20] discusses a performance anomaly of IEEE 802.11 caused by CSMA/CA, which provides equal probability for each node to access the channel in long term. In other words, every node has the same chance to send a packet at the speed based on its data rate. If there are nodes with different data rates in the same cell, the throughput of all nodes with higher data rates will be reduced to the level of the lower rates. The paper also found that when using TCP, the packet loss of the node which causes degraded bit rates will reduce its sending rate, which in turn gives more capacity to other nodes; finally the negative effect is alleviated.

Another characteristic of IEEE 802.11, which has an effect on ad hoc wireless routing protocols using broadcast messages to sense neighboring nodes, are the so called “communication gray zones” [21]. Here we take AODV as an example to explain this phenomenon. AODV is a reactive protocol. It uses broadcast messages to discover routes and periodically broadcasts HELLO beacons to detect neighboring nodes so that it can update routes in the routing table. It
uses unicast to send data packets and route reply packets. The HELLO messages have special properties contributing to the “gray zone” creation [21]:

A. Different Transmission Rate: In IEEE 802.11a/b/g, broadcast packets are always transmitted at a base bit rate while data packets can be sent at higher rate. Then the broadcasted packets can reach further than data packets. This is the main reason causing a “gray zone”.

B. No Acknowledgements: Broadcast messages do not require ACKs. This means that received HELLO messages do not indicate it is a bidirectional link.

C. Small Packet Size: for a weak link, a HELLO message has higher successful transmission rate than bigger sized data packets.

D. Fluctuating Links: At the edge of the transmission range, the link quality is poor and unsteady. If the HELLO messages are received successfully, this link becomes an unreliable link in a route.

The network will experience severe packets loss when some link is inside a gray zone. This occurrence has not been observed in NS2 simulation before, because in NS2 all the packets (unicast or broadcast) are transmitted at 2Mbit/s rate, and treat the link as an on/off switch, eliminating the link fluctuation property actually existing in the real world.

In [21], the authors provide three modifications to AODV-UU (a new implementation of AODV): exchanging neighbor sets, N-consecutive HELLOS, and SNR threshold for control packets. The simulation results show that applying SNR threshold method on AODV, which raises the receiving threshold for control messages, can reduce more packet loss than the other two methods; on the other hand this threshold is context specific and sometimes may cause the loss of some acceptable links. The simulation results of AODV, OLSR [4], and LUNAR [22] are shown in Table 2 [21].

<table>
<thead>
<tr>
<th>Protocol</th>
<th>success ratio</th>
<th>HTTP cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ping</td>
<td>MP3</td>
</tr>
<tr>
<td>OLSR</td>
<td>89.0%</td>
<td>91.9%</td>
</tr>
<tr>
<td>LUNAR</td>
<td>96.5%</td>
<td>96.8%</td>
</tr>
<tr>
<td>AODV-UU</td>
<td>91.9%</td>
<td>97.9%</td>
</tr>
<tr>
<td>AODV-UU+SNR</td>
<td>99.1%</td>
<td>99.7%</td>
</tr>
</tbody>
</table>

3. Shortest Path is not Enough: Problems in Ad Hoc Network Routing Protocols

Existing wireless ad hoc routing protocols commonly use minimum hop counts as metric to find routes, and under two assumptions: a link which is good for route discovery messages is still good for data packets; secondly, the link quality is binary: either very good or very bad. So protocols such as DSR and AODV use broadcast messages to find the shortest paths, when the node receives the route reply, it will use this route to transmit data. [23] uses experimental evidence from two wireless test beds to show that using minimum hop counts as metric often leads to less capacity than the existing best paths, because:

- The link quality is spread out.
- Some links are asymmetric
- Link quality varies over time.
There is no good correlation between link signal strength and delivery rate. The minimum hop counts metric tends to find the route with maximum distance between hops, which may induce the “gray zone” effect, which is discussed in Section 2, and causes severe packet loss.

In the following sections we will discuss different metrics used in selecting routes in wireless ad hoc networks. Furthermore, routing in multi-rate and multi-channel configurations will be surveyed.

### 3.1 Expected Transmission Count Metric (ETX)

Based on the above experiments and analysis, [24] proposes a new metric to choose routes: Expected Transmission Count Metric (ETX). “The ETX of a link is the predicted number of data transmissions required to send a packet over that link, including retransmissions” [24]:

$$\text{ETX} = \frac{1}{d_f \times d_r}$$  \hspace{1cm} (1)

where $d_f$ is forward delivery ratio, by measuring the ratio of packets received by the receiver successfully, $d_r$ is the ACK successful received ratio. These two parameters are measured by link probe packets which are sent over a period $\tau$. The delivery rate from the sender at time $t$ is:

$$r(t) = \frac{\text{count}(t-w,t)}{w/\tau}$$  \hspace{1cm} (2)

where $\text{count}(t-w,t)$ is the number of probes received during window $w$. The probe packet also has the number of probe packets this node received from each of its neighbors during the last $w$ seconds. Then the receiver can calculate the $d_f$ to the node which sent the probe. In the implementation described in [24], $\tau=1s$, $w=10s$. The ETX of a route is the sum of the link metrics. From Equation (2) we can see that ETX is based on the delivery ratios, so it can use this information when it selects shorter and higher throughput routes. The routing protocol finds a path that minimizes ETX value.

ETX has been implemented in DSDV and DSR. The simulation results show ETX often finds higher throughput paths than minimum paths, particularly for routes with two or more hops. There are still several issues to be improved on ETX: 1) the size of probe packets is fixed, the prediction of loss ratio will vary with the size of data packets, which results in inaccurate prediction. 2) The frequency of sending probe packets that adapts to different mobility levels, and the overhead it caused. Also in high volume traffic, probe packets may compete with data packets. 3) Working in a network with multi-rate links.

Researchers at Microsoft modify DSR to select a better path by using link quality information [25]. The modified DSR is called Link-Quality Source Routing (LQSR). Three link quality metrics- ETX, per-hop RTT (RTT) [26] and per-hop packet pair (PktPair) [27] - have been implemented in LQSR separately to facilitate comparison between themselves and with minimum hop counts (HOP) metric in a 23-node wireless testbed with TCP transfers. The experimental results show that the ETX metric has the best performance when all nodes are stationary, which is in contrast with the result in [24]. The authors explain the reason is they use TCP traffic and in [24] UDP traffic is used. When a sender is mobile, HOP outperforms all the...
link-quality metrics, which is contradictory to expectation. The authors contribute it to ETX not reacting to the changes in link quality quickly.

Champaign-Urbana Community Wireless Network combines ETX and Hazy Sighted Link State (HSLM) routing protocol [28] to build a community mesh network. The draft of the ETX protocol specification can be found in [29].

3.2 Routing in Multi-rate Ad Hoc Wireless Networks

The IEEE 802.11 wireless media access standard supports multiple data rates at the physical layer. For example, for IEEE 802.11a, the possible data rates are 6, 9, 12, 18, …, 54Mbps and for IEEE 802.11b the set of possible data rates is 1, 2, 5.5 and 11 Mbps. In wireless media, both high speed and long transmission range cannot be achieved simultaneously. In infrastructure based networks, all communication only happens between mobile nodes and the access point. The mobile node can select a transmission rate that works reliably. In ad hoc networks, choosing the data rate becomes more complicated. The routing protocol must make trade-offs between data rate and the distance of the link. Also the path selected by the routing protocol has effect on the congestion level at every node within the interference range of the path. This makes the routing even more complicated.

3.2.1 Automatic Rate Adaptation Protocols

The multi-rate enhancement allows the transmission at several data rates depending on channel quality, but the IEEE 802.11 standard does not specify how to select the rate. There are several auto rate protocols proposed. The Auto Rate Fallback (ARF) protocol [30] is the first commercially available one which was originally designed for Lucent’s WaveLAN II device. With ARF, the sender will increase the data rate after consecutive successful transmission and reduce rate after failure. The Receiver Based Auto Rate (RBAR) [31] protocol lets the receiver choose the data rate based on the SNR of the RTS packet. This method can adapt to channel conditions more quickly, but requires modifications to the IEEE 802.11 standard.

The Opportunistic Auto Rate (OAR) protocol [32] opportunistically uses the high quality channel whenever it is available to send multiple back-to-back data packets. OAR depends on two mechanisms: it uses RBAR to access the media and uses the IEEE 802.11 mandated fragmentation field to hold the channel for an extended number of packet transmissions. The key to OAR is that channel coherence times are typically at least multiple packet transmission times. In IEEE 802.11 each node has equal opportunity to send the same number of packets, so that the node transmitting at high speed actually does not gain high throughput if it shares the channel with some nodes at lower transmission rate. With OAR, each node accesses the medium for the same amount of time, so the overall throughput gains are up to 50% compared to RBAR based on NS2 simulations. The implementation of OAR is described in [33].

3.2.2 Medium Time Metric (MTM)

In wireless ad hoc networks with multiple transmission rates, traditional route selection metrics are not suitable.

- Minimum Hop Path: The minimum hop count metric often results in longer links in the route, which corresponds to low channel quality and low transmission rate; also because
two nodes of a link are often on the edge of the transmission range, it will suffer from “communication gray zone” problem.

- Shortest Widest Path: It selects the shortest path from the set of paths that have the fastest bottleneck link. This metric works well in wired networks, but in wireless networks, the transmission may interfere a large area.

The simulations in NS2 [34] show the relationship between the throughput across the path and the length of the path: 1) At certain distances low rate links can achieve higher throughput than high rate links, because high rate path may take more hops. 2) Due to spatial reuse, as the path becomes longer, multiple transmissions can take place along the path at the same time. 3) High rate links can achieve high throughput after this distance though more hops needed.

[34] proposes a new route selection metric in multi-rate ad hoc networks: Medium Time Metric (MTM). The authors claim that it can select optimal throughput paths and tends to avoid long unreliable links. MTM assigns a weight to each link in the path, which is proportional to the packet transmission time on that link, and then adds all the weights for the path. Because in IEEE 802.11b, the RTS and CTS packets are transmitted at 1Mbps base rate, for fast links, the portion of MAC overhead increases. Inverse rate weight does not accurately indicate the total consumed medium time. The authors propose a new link weight as listed in Table 3 [34], compared to the inverse weight. Because the packet transmission time on the link depends on the packet size, here the IP packet size is 1500 bytes. When applying MTM to on-demand routing protocols such as DSR, it will result in the path lasting longer, but mobility may reduce the performance. In [34] the proactive routing protocol DSDV is modified by using MTM as metric instead of hop count. It also uses OAR as lower layer to provide multi rate access and the current communication rate. The primary advantage of MTM is simplicity. It only needs the link rates instead of link utilization which is difficult to detect, partly because OAR already provides some functionality for this. The simulation results show that by combining MTM and OAR, throughput gains of up to 100% to 200% can be achieved over traditional route selection. The shortcomings of MTM are 1) it does not consider packet loss on the link, retransmission will take more transmission time, and 2) a longer path may be caused by the MTM metric, which will increase contention for the medium, finally decrease performance.

Table 3. Rate Based Link Weights

<table>
<thead>
<tr>
<th>Link Rate (Mbps)</th>
<th>Inverse Weights</th>
<th>1500 byte packet</th>
<th>MTM Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.0</td>
<td>1.00</td>
<td>2542</td>
<td>1.00</td>
</tr>
<tr>
<td>5.5</td>
<td>2.00</td>
<td>3673</td>
<td>1.44</td>
</tr>
<tr>
<td>2.0</td>
<td>5.50</td>
<td>7634</td>
<td>3.00</td>
</tr>
<tr>
<td>1.0</td>
<td>11.0</td>
<td>13858</td>
<td>5.45</td>
</tr>
</tbody>
</table>

Now we look back to [16]. This paper gives one example to illustrate the so called “unintended interactions” in cross-layer design. It compares the performance of Rate Adaptive MAC with original IEEE 802.11, and concludes that the later outperforms the former. Based on the preconditions the authors applied on the comparison, the conclusion is not convincing. The rate adaptation protocol has to combine with the minimum hop metric, which leads to low performance, while IEEE 802.11 only uses 11Mbps data rate to avoid performance degradation.
3.3 Routing in Multi-channel Ad Hoc Wireless Networks

In multi-hop wireless ad hoc network, the performance degrades sharply. Due to the interference from adjacent nodes and neighboring nodes, only one node can transmit at a time. Figure 2 shows an interference example [35]. The IEEE 802.11 standard provides several orthogonal channels (IEEE 802.11b and IEEE 802.11g have 3, IEEE 802.11a has 12); so that multiple communications can happen at the same time to improve the network capacity. There are several researchers recently working on using multi-channels in ad hoc networks. Because the IEEE 802.11 devices can switch channels dynamically, but only work in half-duplex mode, it can only transmit or listen on one channel at a time. Basically we discuss these solutions in two categories: single interfaces and multiple interfaces.

![Figure 2. Intra-path and Inter-path interference in a single-channel multi-hop ad hoc network. None of the wireless links shown in the figure can simultaneously operate when node 3 is transmitting to node 4](image)

3.3.1 Multi-channel with Multiple Interfaces

We first look into multiple interfaces. Providing each node with multiple wireless interfaces has some advantages over a single interface:

- Nodes can send and receive simultaneously
- Nodes do not need to synchronize with other nodes for the channel
- Nodes do not need to modify MAC layer protocol, backward compatible
- IEEE 802.11 interfaces are off-the-shelf commodity and the price drops rapidly.

[35] proposes a scheme of centralized channel assignment, bandwidth allocation and routing algorithm. This scheme equips each mobile node with multiple commodity IEEE 802.11 interfaces. The simplest way is assigning each channel to one interface statically as in [36], but it only has limited capacity gain. The main constrains applied to the channel assignment are: [35]

- The number of distinct channels that can be assigned to a node is fixed
- Two nodes that communicate should be on the same channel
- The raw capacity of a channel is fixed
- The total number of radio channels is fixed

One approach called “neighbor partitioning scheme” starts with one node. This node partitions its neighbors into n groups and assigns each interface to each group. The remaining nodes assign channels in the same way but follow the previous settings of other nodes. The problem of this scheme is it uniformly assigns channel across the network and does not consider the load requirement of the flow. Another approach is called “load-aware channel assignment algorithm”. Its main idea is to assign channels based on the expected load and the capacity of the channel so that higher traffic load can have more bandwidth. Figure 3 shows the basic flowchart of the scheme [35]. The channel assignment and routing algorithm progress interactively with
exploration phase and convergence phase, until the cross-section goodput of the network converges. The cross-section goodput $X$ of the network is: [35]

$$X = \sum_{s,d} C(s,d) \quad (3)$$

where $C(s,d)$ is the useful network bandwidth assigned between a pair of ingress-egress nodes $(s,d)$. This channel assignment scheme can be applied to any routing protocol. Simulation in NS2 shows that the cross-section goodput can have over 8 times improvement with 2 interfaces per node. The advantage of multiple interfaces is it does not need channel switching and re-synchronization with other nodes.

![Figure 3. Basic flowchart in multi-channel mesh network architecture](image)

[37] proposes Multi-Radio Link-Quality Source Routing (MR-LQSR) routing protocol for multi-hop wireless network, in which most of the nodes equipped with multiple radios are either stationary or minimally mobile. MR-LQSR is a combination of the LQSR protocol [25] and a routing metric WCETT (Weighted Cumulative Expected Transmission Time). The MR-LQSR’s design goals are:

- Consider link bandwidth and PHY-layer loss rate, which both affect packet transmission time.
- The path should be non-decreasing.
- Prefer channel diversity

The routing metric WCETT is:

$$WCETT = (1 - \beta) \sum_{i} ETT_i + \beta \max_{1 \leq j \leq k} X_j \quad (4)$$

where $\beta$ is tunable parameter, $0 \leq \beta \leq 1$.

ETT is the expected transmission time:

$$ETT = \frac{ETX \cdot S}{B} \quad (5)$$

where $S$ is a fixed packet size, $B$ is the bandwidth of the link, which is measured by using the technique of packet pairs [38]. Experimental results show that the packet pair method can estimate the channel bandwidth with reasonable accuracy.
\( X_j \) is the sum of transmission times of hops on channel \( j \):

\[
X_j = \sum_{\text{Hop on channel } j} ETT_i \quad (6)
\]

Equation (4) can be interpreted as a tradeoff between throughput (the 2\textsuperscript{nd} term) and delay (the 1\textsuperscript{st} term). The reason that the ETX metric cannot be used in a multi-channel environment is that it will prefer low rate links and does not prefer channel diversity [37]. The experiments were performed on a 23 nodes wireless testbed. Each node has two different wireless cards. The channels are assigned to the cards statically; one card operated in IEEE 802.11a on channel 36, and the other operated in IEEE 802.11g on channel 10. Both cards used auto-rate. 100 TCP transfers are selected randomly from the node pairs, lasting for 2 minutes. \( \beta \) equals 0.5. The results show that the median throughput using WCETT is 89% higher than ETX and 254% higher than shortest-path routing. Further comparison shows that WCETT can take much better advantage of multiple radios than ETX. On the other hand, WCETT provides less improvement for longer paths than it does for shorter paths due to some problems with TCP which multiple radios cannot address.

Though IEEE 802.11 provides multiple channels at the physical layer, currently the MAC layer is designed under single channel assumption. One of the problems it may cause is so called “multi-channel hidden terminal problem” [39]. This is similar to the hidden terminal problem in a single channel environment, but because of different channels the mobile nodes use, exchanging RTS/CTS message cannot solve this problem. [34] proposes a Dynamic Channel Assignment (DCA) protocol to reserve on-demand a channel. It requires a node to have two wireless interfaces, one channel is used as control channel to transmit control messages like RTS/CTS, and the remaining channels are used for data and ACK transmission. The channel reservation is realized by exchanging RTS/CTS packets. The advantage of DCA is it does not change the IEEE 802.11 MAC protocol, and does not need clock synchronization between mobile nodes. The disadvantage is that channel utilization is not good, because one channel is dedicated to control messages. Also when the number of node increases, the control channel becomes a bottleneck, potentially reducing overall throughput. This is confirmed by simulation results in [39] and [40].

### 3.3.2 Multi-channel with Single Interface

Using multiple interfaces to achieve multi-channel has the main disadvantages of higher hardware cost and higher energy consumption. The Multi-channel MAC (MMAC) protocol [40] enables mobile nodes to use multiple channels by switching channels dynamically with only one wireless interface. It also can solve the “multi-channel hidden terminal problem” by asking all nodes to listen to a default channel. This protocol is similar to IEEE 802.11 Power Saving Mechanism under the assumption that mobile nodes are synchronized. Time is divided into beacon intervals, and nodes are able to start and finish each beacon interval at the same time. At each beginning of beacon time, there is a small window called ATIM (Ad hoc Traffic Indication Message) window where all nodes listen to a default channel, and then nodes that have packets to send can negotiate the channel assignment with the destination node. Each node maintains a Preferable Channel List (PCL) which records the channel usages in its transmission range, which are categorized into three states, and its preferable channel. The node S that has data to send sends an ATIM packet to the destination D with its PCL. D will select the channel based on its PCL and S’s PCL and then sends an ATIM-ACK to D. If S can also select the channel specified
in ATIM-ACK, it will send an ATIM-RES packet to D. Then S and D switch to the channel and start RTS/CTS procedure. If S cannot select the channel, it will not send ATIM-RES and wait until the next beacon interval to negotiate with D again, which will waste bandwidth. When multiple nodes start negotiating channels at the beginning of a beacon, a random backoff mechanism is used to avoid collision. Simulations have been done in NS2 with 100 nodes in a 500mx500m area. Each node has one wireless interface with 3 channels, 40 sources and 40 destinations, CBR traffic and 512 bytes packet size. The results from a multi-hop network show that MMAC performs a little bit better than DCA, when network load becomes very high, DCA’s throughput drops more quickly than MMAC because of high contention. Larger packets can reduce the number of control messages to alleviate the contention in the control channel in DCA; finally its performance is closer to MMAC. There remain some issues to further improve MMAC, for example: the synchronization between mobile nodes and the overhead it may cause; synchronization between two partitioned networks and improved channel utilization.

Slotted Seed Channel Hopping (SSCH) [41] is another technique proposed recently by Microsoft which allows nodes with one interface to use multi-channel by channel switching. It is a distributed link layer protocol, and does not need tight synchronization between nodes and MAC layer modification. In SSCH, the time allocated to a single channel is defined as a slot, which is 10 ms in the implementation, corresponding to 35 packet transmission times at 54 Mbps. The channel schedule, which describes the node’s plan for channel hopping in the future, is compactly represented as 4 (channel, seed) pairs \((x_i, a_i)\), where channel \(x_i\) is from 0 to 12, and seed \(a_i\) is from 1 to 12. The node will increment each of the channels in its schedule using the seeds after cycling through all the channels in the current schedule:

\[
x_i \leftarrow (x_i + a_i) \mod 13
\]

There are still rare chances that two nodes pick the same seed and never overlap in one channel (with 1 in 20,000 chances). A parity slot is introduced so that every node will switch to this slot after a channel switching cycle. Every node broadcasts its channel schedule in each slot so that nodes can know each other’s channel hopping schedule. This is called optimistic synchronization. Schedules are updated in two ways: each node will loosely synchronize the slot’s start and finish time with other nodes, or it will overlap another node’s schedule if it will send packets to this node. Also, the node will delay channel switching when it is communicating with another node until it finishes. Another strategy called partial synchronization is used for assigning channels, changing schedule and channel congestion prevention.

SSCH is implemented in QualNet [42] for evaluation and comparison performance with IEEE 802.11a. The simulation is done in a 200x200m area. Each node uses single data rate at 54 Mbps. CBR traffic is used with 512 bytes size packet sent every 50 ms. The channel switching delay is set to 80 microsecond. There are simulations run over a number of scenarios. Here are some important results:

- **Switching overhead:** SSCH takes 500 ms to reach its maximum throughput in a worst-case scenario.
- **The synchronization overhead of SSCH** is very low, and it can fairly share bandwidth with other flows.
- **SSCH normally takes about 500 ms** to timeout an absent node.
- **In the single-hop case,** SSCH outperforms IEEE 802.11a in most cases such as disjoint flows and non-disjoint-flows, except when there are only two nodes in the network.
• In the multihop case, SSCH performs much better than IEEE 802.11a in a multihop chain network when the hop count is bigger than 4, but the throughput already drops from about 12 Mbps to around 2 Mbps. When varying the number of flows, SSCH also achieves significant capacity improvement.

• SSCH was implemented with DSR. Simulations with 100 nodes at slow mobility (maximum is 1 m/s) were done. With SSCH, because mobile nodes may communicate in different channels, the sender has to repeat sending broadcast packet in several channels to reach most of its neighboring nodes (the number is 6 in the simulation), which introduces overhead. Because of the switching overhead and broadcast overhead, the average route discovery time is much higher with SSCH (around 0.3 ms for SSCH, much less than 0.1 ms for IEEE 802.11). Also the average route length discovered by SSCH is longer.

There are some topics open to research: the existing routing protocols such DSR do not work well with SSCH, the evaluation of power consumption with SSCH, compatibility with non-SSCH nodes, integrating new routing metrics such ETX with SSCH, etc.

3.4 Multi-Level Hierarchical Routing

The routing protocols we discuss before are called flat routing. In flat routing, the next hop which a mobile node will take to the destination is a physical next hop of this node. In large ad hoc networks (hundreds of mobile nodes), flat routing will cause performance degradation. The main reasons are: firstly, the route’s hop count will become bigger in a large scale network, and thus link breakage will happen frequently and end-to-end delay will increase. If some nodes are highly mobile, link failure will become even more severe. Secondly, heavy overhead introduced by routing protocol can consume more network capacity. Thirdly, the routing information about remote nodes can become inaccurate due to the long transmission time. The hierarchical routing protocols are developed to address the network scalability problem.

In hierarchical routing protocols, the network consists of a number of clusters. Each cluster has a cluster leader; traditionally, all the nodes in a cluster are in the direct transmission range of the cluster leader. In some protocols, cluster leaders are more than one hop away, all that is really necessary is for nodes to know how to reach their cluster leader and vice versa. If a node is in the transmission range of more than one cluster leader, it becomes a gateway, and can be used by cluster leaders to relay packets between clusters. Inside a cluster, transmission happens between the cluster head and nodes. Instead of recording a route hop-by-hop, hierarchical routing records a route cluster-by-cluster. Because there may be more than one gateway between two clusters, the route will become more robust.

Numerous hierarchical routing methods have been proposed. A comprehensive review can be found in [43]. Here we briefly present several protocols proposed recently. In hierarchical routing, the overhead and complexity comes from the selection and maintenance of the cluster head. There are several algorithms to select a cluster head, for example, low-ID algorithm [44], weighted algorithm [45] and highest-connectivity algorithm [46]. When one cluster change will cause additional leader changes in the network, this is called rippling effect. The Adaptive Routing using Clusters (ARC) protocol [47] solves this problem by limiting the leadership changes only to occur when one cluster becomes a subset of another cluster. When the number of mobile nodes increases further, multi-hierarchical routing protocols are developed to increase the
scalability. In a multi-hierarchical protocol, the heads of the clusters also become a higher level cluster, and the leader of this cluster will be selected. We can represent this scheme as a tree structure as in Figure 4 [47].

![Figure 4. Logical Structure of a Cluster Hierarchy](image)

The Adaptive Routing using Cluster Hierarchies (ARCH) [47] is a multi-level hierarchical clustering protocol which extends ARC. In ARCH, mobile nodes periodically exchange Hello messages between neighboring nodes to build a cluster hierarchy. The adaptive characteristic of ARCH means the hierarchical level can adapt to the changing condition of network. When the network size becomes larger, it will increase the hierarchical level; conversely, it will reduce the hierarchical level. A number of simulations have been done in GloMoSim network simulator with node numbers of between 50 and 750. The simulation shows that few nodes (<2%) are not leader nor gateway, and most of the non-leaders can communicate with more than one cluster leader. This property increases route robustness. Also ARC integrates with AODV by serving as an interface between AODV and IP layer. The cluster leader will process AODV routing packets and provide the next hop (other cluster leader address) and the destination address when it asks a gateway to forward a data packet. The simulations with 100 and 500 nodes show that with ARC, AODV can have higher packet delivery ratio than original AODV (up to 80% in some scenarios).

Safari is another hierarchical routing protocol, which claims to provide large-scale mobile wireless network connectivity and basic network services [48]. It consists of three basic protocols: self organization, scalable routing, and distributed address resolution.

A. **Self organization**: build and maintain a hierarchical structure of the network in a mobile environment. This is done with three basic mechanisms:

   a. **Beaconing protocol**: in Safari, a subset of mobile nodes, which are automatically self-selected, are called drums. The only special function of drums is to originate beacons. The individual nodes are referred to level 0 cells, and the level 1 cells are also called fundamental cells. Level k cells are grouped into level k+1 cell. Each drum periodically broadcasts a beacon which contains a beacon sequence number, beacon level and coordinate and hop count. The beacon is forwarded by all nodes in its cell and the nodes at the same level that share the same super cell with this node. Higher level beacons are emitted at a lower frequency than lower level beacons. Different from other hierarchical routing protocols, in Safari the
drum at level \( n \) transmits a beacon every \( T_n \) seconds. This beacon will be forwarded by all nodes within \( D_n \) number of hops from that drum, where:

\[
D_n = \alpha \ast D_{n-1} = \alpha^{n-1} \ast D_1
\]

\[
T_n = \beta \ast T_{n-1} = \beta^{n-1} \ast T_1
\]

(8)

Here \( \alpha \) and \( \beta \) are system parameters. \( D_1 \) is based on the routing protocol in the fundamental cell.

All the nodes store the received beacon in a cache called Drum Ad Hoc Routing Table (DART), which is used for self-organization and routing.

b. Drum level selection algorithm: When a node does not receive a beacon for a timeout period, it will become a drum. There is a series of rules for dynamically changing drums.

c. Membership algorithm: A node runs the membership algorithm after it has run the drum level selection algorithm. Each node at level \( n \) will associate with a drum of level \( n+1 \) which is the closest one to this node among all the level \( n+1 \) drums. Then the node will be assigned a coordinate which is the coordinate of the drum that it associates with. The drum’s coordinate is the concatenation of its upper level drum’s coordinate and a uniform random number with \( b \) bits. The coordinate value will be used in routing.

B. Scalable routing protocol: Safari uses a two-step routing process: proactive inter-cell routing and on-demand intra-cell routing. When a node has a packet to send, it will first check the packet’s destination coordinate. If their coordinates are match, which means that they are in the same fundamental cell, the intra-cell routing will be used; otherwise, the inter-cell routing will be used.

a. Proactive inter-cell routing: when a node receives a beacon, it saves the direct upstream node’s identifier in its DART. Therefore the inter-cell routing can follow the reverse path of the beacon which was sent by the drums where the destination node belongs to. Figure 5 is an example of inter-cell routing. Sender S takes 3 hops of inter-cell routing to reach the fundamental cell that destination D belongs to. [49]

b. Local route repair in reactive inter-cell repairing: because of node mobility or wireless media fluctuation, the reverse path may be broken. The local route repair protocol uses Route Request and Route Reply mechanism to find an alternate route.

c. Reactive intra-cell routing: Any ad hoc routing protocol can be used inside the fundamental cell. In Safari, a modified version of DSR is used. Original DSR will flood the Route Request message all over the network. In Safari, the destination will be in the same fundamental cell or with high probability within several hops away from the fundamental cell it used to be. So the number of hop counts of the Route Request is limited in the modified DSR used in intra-cell routing.
C. **Address resolution:** Safari uses a distributed way to map a node’s identifier to its current coordinate. It is implemented similar to distributed hash table (DHT) used in peer-to-peer networks.

Simulations have been run in NS2 using 2MB base data rate. The number of node varies from 50 to 1000, CBR traffic with 64 byte packets, 4 packets per second. Simulation areas are selected in such a way that the node density corresponds to 50 nodes in a 1000m x 1000m area. The simulation results are:

- **Scalability:** the packet delivery ratio (PDR) of original DSR drops to about 60% when the number of node reaches 1000, while Safari still has 95% PDR. Also PDR changes little with the increases of traffic load.
- **Overhead:** when the network size increases, the overhead per node is bounded.
- **Mobility:** when in 1000 nodes’ network, the PDR is over 95% even when all the nodes are mobile. The overhead does not vary with mobility.
- **The size of fundamental cell is fixed, independent of network size.**

The simulation results of Safari seem promising, which owes to hybrid routing protocols and maintaining an appropriately-sized fundamental cell.

The Hierarchical LANMAR (H-LANMAR) [50] is another multilevel hierarchical routing protocol. The key difference from others is it assumes there are some special nodes in the ad hoc network which are equipped with several powerful, long range radios in addition to the general radios, which are called backbone nodes (BN). The higher level links can be established to connect the BNs to become a backbone network. Recursively we can build a hierarchical network to reduce the long hop counts. H-LANMAR consists of three parts:

- **Optimizing the number of BNs:** The cluster head in each cluster is elected to transfer traffic between clusters. A small cluster size means small number of mobile nodes and less hop counts, which leads to high throughput. On the other hand, small cell will create more BNs, which in turn reduces the backbone network throughput. Assumes the network is uniformly partitioned and network traffic is uniformly distributed. The total number of mobile nodes is a constant N, and the number of BNs is m, then the optimal number of BN is \( \frac{W_2}{W_1} \sqrt{N} + 1 \), where \( W_1 \) and \( W_2 \) are the radio bandwidth of the local cluster and backbone network.
- **BN deployment:** Random Competition based Clustering (RCC) is designed to build cluster. The difference between RCC and other algorithms is that in RCC a node gives up its cluster head position only when it hears another cluster head, thus reduces cluster
instability. RCC also can be extended to hierarchical network of clusters with maximum k hops from the nodes to the cluster head.

- Routing: the routing protocol for the Mobile Backbone Network (MBN) is an extended version of the Landmark Ad Hoc Routing protocol (LANMAR) [51]. The packets are routed to the nearest BN, from where they reach the destination. This greatly reduces the number of hops.

Simulations have been performed in GloMoSim with 1000 mobile nodes in a 3200x3200m area, 30 CBR sources, and node mobility from 0 to 10m/sec. The channel bandwidths are set to 4Mbps for long range radio and 2Mbps for short range radio. The results show that H-LANMAR clearly outperforms AODV and flat LANMAR in terms of delivery fraction, throughput and end-to-end delay. In low mobility, AODV has lower routing overhead, when mobility increases, routing overhead of AODV increases quickly and will be higher than LANMAR and H-LANMAR. On the other hand, LANMAR and H-LANMAR are little affected by mobility.

3.5 Multi-path Routing

Most proposed wireless ad hoc routing protocols are unipath protocols, which only use a single path to send packets to the destination. Because of the dynamic characteristics of ad hoc networks, the wireless links tend to break. A new route has to be found before the source can continue sending packets, which will take time and increase delay. In multi-path routing, multiple routes may be found between the source and the destination nodes. The advantage of the multi-path routing includes:

- Load balancing: distributing traffic over multiple routes, which can alleviate congestion. There are different ways to allocate traffic. For example, a per-connection granularity would allocate all traffic for one connection to a single path; a per-packet granularity would distribute the packets from multiple connections amongst the paths, which may need packet reordering in the destination node.

- Fault-tolerance: when a link breaks, alternative routes still can be used to route the packets. A node disjoint route has a higher degree of fault-tolerant than a link disjoint and non-disjoint route, but it does not ensure transmission independence.

- Higher aggregate bandwidth: multiple paths can be used simultaneously to route data packets.

The disadvantages of multi-path routing protocols, compared to unipath protocols, are their complexity and overhead. They have to discover and maintain multiple paths, and reorder the received packets in some packet scheduling. More information on multi-path routing protocols can be found in [52]. A new routing metric, the route outage probability (ROP), is proposed for channel fading environment with single and multi-path routing [53]. ROP is defined as the probability of packet transmission failure in a route due to channel fading, and can be represented by the average received SNR (Signal to Noise Ratio). In multi-path routing, ROP is used with the multi-route path selection (MRPS) [54] scheme to select a certain number of routes to the destination for the source and intermediate nodes. A node in a route can select the next link which has the best channel state information (CSI) to send the packet among multiple available next hops. The CSI can be obtained by exchanging RTS/CTS packets. The simulation results show that with ROP, MRPS achieves better performance than multi-path and unipath routing. Here are some comments:
• The availability of node-disjoint routes: The advantage of multi-path routing mostly depends on the availability of non-disjoint routes for source and destination pairs. [55] proposes a multi-path extension to AODV called AODV-Multipath (AODVM). Multiple disjoint routes can be found during AODVM’s route discovery process. In the simulations in NS2, varying number of nodes (250, 350 and 500) are uniformly distributed in a 2500x2500 m area. The results show that when the hop count from the source to the destination increases, the probability of at least 4 node-disjoint paths decreases. For example, when hop count is 6, the probability is 10% for 250 nodes and around 80% for 500 nodes. Here we may consider the node density. Based on the definition in [48], it is the average number of nodes per transmission range. In NS2, the transmission range is 250 m. So with 250 nodes, the density is \[
\frac{250}{2500 \times 2500} \times (\pi \times 250^2) \approx 8 \text{ nodes},
\]
with 500 nodes, it will be 16 nodes. For conventional simulation parameters, 50 nodes in a 1500x300 m area, the density is about 22 nodes, which is much higher than the 250 node case. We can conclude that in current ad hoc network settings, there is still high probability that multiple node-disjoint routes can be found.

• A recent paper [56] provides a contradictory conclusion to the widely accepted belief that multi-path can significantly improve network balance by numerical analysis and simulations. The reason is when we choose the shortest path, actually the route is very close to the line that connects source and destination in a dense ad hoc network, and the traffic in the center of the network is heavy loaded [57]. Unless a very large number of paths are used (for example 100), using multi-path has a similar effect on load balance as unipath.

3.6 Directional Antennas
Directional antennas can direct radiated power in a certain direction within microseconds. This property can be used in mobile ad hoc network routing protocols to increase spatial reuse. In [58], various combinations of network configuration with directional antenna have been examined. The experimental network has 40 stationary nodes randomly placed in an area which will vary depending on the node density used in the simulation. Here are the results for the simulations:

• CSMA, no Power Control, and Omni-directional Neighbors: simply using CSMA will cause more collisions in neighboring nodes; no power control in directional transmission will introduce more interference, finally no improvement in throughput, but with reduced delay.

• Adding Aggressive Collision Avoidance: this mechanism ensures that the sender will not send a packet to the receiver when the receiver is busy, which reduces many potential collisions. Throughput is increased by 15%.

• Adding Link Power Control: reducing directional antenna transmission power can reduce interference. The throughput can increase up to 28% and delay is dramatically reduced by up to a factor of about 28.

• Using Directional Neighbor Discovery: Mobile nodes periodically send Hello packets to discovery their neighbors. When a node sends Hello messages using directional antenna, the packet will reach further. Thus the throughput can improve up to 118% and a fact of 20 reductions in delay in a low density network.
In [59] a MAC protocol for directional antenna called DiMAC is developed. DiMAC also uses RTS/CTS handshake to reserve a channel and DATA/ACK mechanism. Before sending RTS directionally, the sender will check its table to find the receiver’s direction. The receiver is listening in omni mode. When it receives the RTS packet, it will know the sender’s direction, and then can send CTS back directionally. The Directional DSR (DDSR) is DSR over DiMAC. When using Qualnet simulator to simulate DDSR, several problems have been identified with using directional antenna:

- If a node has N beam patterns, when it broadcasts a packet, it has to transmit the same packet N times (sweeping), which will produce extra delays. In DDSR, because of sweeping delay the node receiving RREQ message first may reach the destination first, it often selects sub-optimal routes.
- “Deafness” is caused when the sender S is trying to communicate with the receiver R, while R is communicating with another node, then R cannot hear S. Finally S will drop the packet. [60]
- Neighbor discovery and tracing becomes more complex because of nodes’ mobility, which causes more overhead

While directional antennas can increase network capacity by increasing spatial reuse, it also can extend the transmission range, which can be used for connecting nodes far apart, and provides more flexibility in routing. On the other hand, the range extension may increase inference due to high effective isotropic radiated power (EIRP) in the transmission direction, which will increase the contention among the mobile nodes, especially in dense networks, reducing the network capacity. [61] proposes the Adaptive Range Control (ARC) mechanism to control the transmission range dynamically. Every node maintains a cache table to record AOA (angle of arrival), reception time and reception power of the last signal from each neighboring node. These parameters are used to clarify the links and determine the local network density. Because interference only occurs when some nodes are trying to transmit, checking the number of active neighboring nodes can help to decide if extending transmission range is feasible. In ARC, the gain is added on the receiver end to extend the transmission, instead of increasing gain in the transmitter, which will not increase interference on neighboring nodes. When a node receives a packet signal power that is lower than the omni antenna’s threshold, it will check if the number of nearby nodes is lower than a specified value and the number of nearby nodes in the transmission direction is very low. If yes, it will add this neighbor to its cache table, and extend its transmission range. ARC is implemented in PHY, MAC and network layer (based on AODV), the simulation results show that it can improve the packet delivery ratio up to 9 times in sparse network.

### 3.7 Other Proposals

There are some other routing algorithms which do not fit into the previous categories but have some interesting new ideas. The Extremely Opportunistic Routing (ExOR) [62] is one innovative unicast routing technique, which takes advantage of characteristics of wireless networks where packets are transmitted successfully with some probabilities. The basic algorithm can be explained by using the simple network diagram as Figure 6 [62]. Suppose node A is a sender to send packets to the destination D. Because at the physical layer, all the transmissions are broadcast over the wireless medium, different nodes receive the packets successfully with
different probabilities as indicated in the diagram. These probabilities are assumed to be obtained by some link state information and stored in every node’s table. When A sends a packet to D, it will include the next hop node list with priority in the packet. The priority is determined by the minimum hops to the destination. In Figure 6, the list will be “D, C, B”. A modified version of 802.11 MAC is used to send ACKs to the sender. Multiple time slots are reserved for the candidate nodes to send ACKs, which contain the highest priority node’s ID known to the sender. With modified ACKs, nodes that hear the ACK, which are sent by the node with higher priority than itself, will not retransmit the packet. The result is that the total number of transmission will be reduced significantly (up to 55% less than the best possible pre-determined route). This technique is also very useful for environments with interference like shadowing or fading, where link quality changes frequently and in short time interval. The routes found by a traditional route discovery process only represent the status at that time and will be out-of-date shortly. If we use higher threshold to choose the links, it will result in longer hop counts and longer delay. ExOR provides a new direction to consider routing in a fluctuating environment with distributed and dynamic route selection.

MAC-layer anycasting [63] is a forwarding strategy, which allows the MAC to forward packets to any of downstream nodes provided by the network layer based on local channel conditions. It still requires other routing protocols such as DSR to discover and maintain multiple routes. The key is MAC-layer anycasting is more adapt to changing channel condition and can achieve short term optimization. The Fresher Encounter Search (FRESH) algorithm [64] tends to reduce route discovery overhead by searching the intermediate nodes that encounter the destination node more recently than the source node itself. Every node maintains a table which records the “age” that it encountered with its neighboring nodes. The basic FRESH algorithm can be presented as the following pseudo-code:

```plaintext
proc FRESH (D) = {
    if (thisnode.ID = D) then {
        replyToSource()
    } else {
        T := prevEncounterAge(D);
        A := findNextAnchor (D, T);
        if (A != D) then
            notifyNextAnchor(A, D);
    }
}
```

`findNextAnchor (D, T)` is a network search in concentric ring search manner until it finds an anchor A that has seen D more recently than a time T. In this way, the FRESH algorithm can reduce the route discovery cost by an order of magnitude.
4. Discussion

In the previous sections we reviewed algorithms and new protocols applied to MANET routing protocols in recent years. This section concludes the survey with our evaluation of this work and some comments on promising future avenues of research.

Link quality metrics such as ETX, MTM, WCETT, etc have been proposed as routing metrics to replace the minimum hop count metric, which is widely used by current routing protocols, to select paths in order to increase network capacity. There are still some limitations for applying these metrics to mobile ad hoc routing protocols:

- Though remarkable performance improvement has been achieved by using ETX and WCETT, basically the simulations and experiments are run under mesh networks, where nodes are stationary. When introducing mobility, selecting paths based on these metrics becomes more complicated. These metrics may not indicate whether the two nodes on the link are on the edge of transmission, because if there are few transmissions in this area, the sender can still get good ETX value. If two nodes move apart later, the link will be broken.
- The traffic around a node may change more quickly in a mobile ad hoc network because nodes are joining or leaving neighbor groups, which may increase or decreases the interference. Then the metric may also change. The current algorithms monitor the link quality during data transmission but do not feed this information back to the sender.
- The experiment in [25] using DSR with ETX shows that its median throughput is lower than DSR with minimum hop count metric. The reason is that the ETX metric needs time to become a stable measurement of link quality, on the other hand, the hop count is a simple binary metric and can be used instantly.

In a dynamic environment, we may combine another metric, path longevity, with the metrics above to avoid frequent route switching and to reduce routing overhead. After data transmission starts, some decision will be made when the metric drops to a predefined threshold. There already exists some research on selecting stable routes. [65] [66] provide some metrics to find stable paths. [67] defines a parameter called the stability of the route $r$, which is:

$$\text{Stability} (r) = \frac{\text{Associativity} (r)}{\text{RelayingLoad} (r)}$$

The term Associativity is the same as defined in the Associativity Based Routing (ABR) [68] protocol; the RelayingLoad is the number of routing entries in the routing table of that node. On the other hand, due to the node mobility, some links may finally break during the transmission even considering the route stability at the route discovery process. Link breakage will cause packet delay and more overhead to find a new route. One possible way is to predict the link status and switch to a new route before the link breaks. Some work is required to decide which parameter should be chosen to better predict the link failure and with low overhead before we can apply the prediction algorithm. Ideally, after predicting the link failure, a node has alternative routes to the destination to avoid packet drop and delay. For some routing protocols, such as DSR, nodes store alternative routes in their route caches. These cached routes should be maintained to follow the topology changes. [69] introduces such a mechanism based on a route caching validation probability $P_v$ and local search radius $k$. The source node will attach a threshold $p_t$ with the RREQ message so that the intermediate nodes can compare their $P_v$ values to decide if the cached routes are “fresh” enough to use.

Some wireless technologies such as high and multiple data rates, multiple channels, and directional antenna have made progress, also many new routing metrics have been proposed in recent years. The researchers intend to use cross-layer design to take advantage of diversity as
presented in this survey. The majority of these designs only cross the layer boundaries downwards, i.e. the upper layer protocols directly use parameters provided by a protocol more than one layer below. To route packets in a dynamic ad hoc network environment adaptively, sometimes we may need more proactive ways to change some parameters of mobile nodes, such as transmission power etc, which means the routing protocol may ask lower layers to adjust to the changing environment. A simple example: suppose that two nodes on the link are transmitting data packets, and on the same time they are moving apart. Based on the prediction algorithm, the sender knows in advance that the link will break soon and it unfortunately does not have any alternative route in its cache. While it sends a message back to the source or searches locally to find alternative route, it has to maintain the connection before it can switch to a new link. It can cache the packet, which will increase delay or even cause packet loss when the queue is full; or it can reduce the data rate so that the transmission range will be extended (or increase the transmission power if it already in auto rate mode), it even can use directional antenna to reach the receiver if it knows the its direction.

To design a MANET routing protocol with multiple metrics is a challenge task, especially as the network topology and traffic are changing all the time. We may consider not limiting the mobile nodes to a single predefined routing protocol, instead we let each node decide which protocol to choose based on the environment around it at that time, which has been proposed in [70][71], where it is called active ad hoc routing. Though some hierarchical routing protocols have been proposed to solve the scalability problem, the decision needs to be made what the appropriate or feasible size or node density for an ad hoc network and each of the hierarchical layers should be.
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