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ABSTRACT 
 
This paper demonstrates, to our best knowledge, the first 
attempt on gender and ethnicity identification from 
silhouetted face profiles using a computer vision technique. 
The results achieved, after testing on 441 images, show that 
silhouetted face profiles have a lot of information, in 
particular, for ethnicity identification. Shape context based 
matching [1] was employed for classification. The test 
samples were multi-ethnic. Average accuracy for gender 
was 71.20% and for ethnicity 71.66%.  However, the 
accuracy was significantly higher for some classes, such as 
83.41% for females (in case of gender identification) and 
80.37% for East and South East Asians (in case of ethnicity 
identification). 
 

Index Terms— Face recognition, Pattern recognition, 
Image processing 
 

1. INTRODUCTION 
 
Gender and Ethnicity identification present yet another 
challenge in face processing.  These have an increasing 
number of applications as Human-Computer Interaction 
(HCI) and visual surveillance technologies evolve. Gender 
identification can be useful in face recognition, as this shall 
reduce the problem of matching the face with half of the 
database (provided both the genders have equal probability 
of occurrence in the database). Ethnicity identification shall 
reduce this problem even further (provided the database is 
multi-ethnic). In HCI, for instance, the computer can adapt 
to a person’s sex in terms of processing (e.g.) the person’s 
voice or offering the person the options which may be more 
specific and useful to a particular gender, etc. These may 
also aid shopkeepers; for example, to know the 
demographic distribution of the customers over a period of 
time. 

In the following sections, we’ll present the novelty of 
this paper, description of the database, experimental setup 
and finally the results and discussion. Please note that the 
terms race and ethnicity, in this paper, refer to a group of 

people who share similar facial features, which perceptually 
distinguish them from other groups (ethnicities). 

 
2. BACKGROUND 

 
Humans are very accurate in deciding the gender of a 

face even when cues from makeup, hairstyle and facial hair 
are minimized [2]. The results from [3] show that both the 
color and shape are vital in deciding the sex and race from a 
face by humans. Bruce et al. in [2] showed that the 
‘average’ male face differs from an ‘average’ female face in 
the 3-D representation of the face (obtained by laser 
scanning), by having a more protuberant nose/brow and 
more prominent chin/jaw. Shape was also found important 
in race (ethnicity) decisions as shown in [3]. 

Davidenko in [4] reveals the presence of cues for 
humans, even in silhouetted face profiles, for gender 
identification. In a more recent study, Davidenko et al. [5] 
claimed that face silhouettes also have information for 
ethnicity identification.  

Most of the existing work in the computer vision 
community uses frontal face images for gender or ethnicity 
identification. Some examples of the existing literature on 
gender identification may be found in [6], [7], [8], [9], [10], 
[11], [12], [13], [14], [15], [16] and [17]; while for ethnicity 
identification may be found in [8], [11], [17], [18] and [19]. 
But none of the papers ever experimented with silhouetted 
face profiles.  

The aim of this paper is to exploit the information 
available in the silhouetted profile faces reported in [4] and 
[5]. This paper, to our best knowledge, demonstrates the 
first attempt for gender and ethnicity identification using 
silhouetted face profiles with any computer vision 
technique. In future, this may be fused with some other 
method.  
 

3. DATABASE 
 
The silhouetted face profiles in our database were generated 
from the 3D face models collected by Hu et al. in [20]. We 
restricted the age of subjects in the database, used in our 
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experiments, within the range 18-30 yrs to avoid any age-
related distortions on the silhouettes. Males, whose beards 
and moustaches distorted their facial contours, were also not 
included.  

The database had 441 images. It was divided into 
following four ethnic categories based upon the 
demographic information given by the participants.  

1. Black (B). These contained Africans or African 
Americans 

2. East and Southeast Asian (ESEA). These contain 
Chinese, Japanese, Korean, Vietnamese, Filipino, 
Singaporean, etc. 

3. South Asian (SA). These include Indian, Pakistani, Sri-
Lankan, Bangladeshi, etc. 

4. White (W). These include Caucasian, Middle Eastern. 
The demographic distribution of the database is given 

in Table 1. Some example silhouettes and their (part of) 
extracted profile contours (later used for processing and 
referred to as ‘profile edge’) are shown in Figure 1. 
 

Ethnic and Gender Distribution of Database 

B W ESEA SA 

67 225 107 42 

M F M F M F M F 

32 35 118 107 55 52 25 17 

Table 1. Demographic distribution of the database 

       
Fig. 1. Silhouetted face profiles from the database (column 1 and 
3) and extracted portion of respective profile contours (column 2 

and 4) 
 

4. SHAPE CONTEXT 
 

We used shape context based matching in our experiments, 
as the problem at hand was essentially to match contours. In 
this method, the shape of an object is represented by a 
discrete set of points sampled from the internal and external 
contours on the object. For a point pi on a shape having n 
sampled points, the coarse histogram hi of the coordinates of 
the remaining n-1 points, relative to pi, is called the shape 
context of pi [1]. Mathematically, 

        )}()(:{#)( kbinpqpqkh iii                  (1) 

The bins used, are uniform in log-polar space, making 
shape context more sensitive to nearby points to pi. The cost 
of matching the point pi on first shape to the point qj on the 
second shape, denoted by Cij is given by the chi-square test 
statistic [1], 

     
K

k ji

ji
jiij khkh

khkh
qpCC

1

2

)()(
)()(

2
1),(          (2) 

where hi(k) and hj(k) denote the k-bin normalized 
histogram at pi and qj respectively. 

Given the costs Cij between all pairs of point pi qj on the 
two shapes, the total cost of matching is given by [1], 

                  i ii qpCH )),()( )(                        (3) 

We want to minimize H( ) subject to the constraint that 
matching is one-to-one, in other words,  is a permutation 
[1]. This is solved using Hungarian [21]. 

 
5. COORDINATE TRANSFORMATION 

 
The correspondence between points can be used to estimate 
a plane transformation T given by T: R2  R2. This may be 
an affine transformation. But we used the thin plate spline 
model (TPS) [22], [23]. It is commonly used for flexible 
coordinate transformation [1].  In its regularized form, it 
includes the affine model as a special case [1].  

Two separate TPS functions to model a coordinate 
transformation were used [1], 

               )),(),,((),( yxfyxfyxT yx                        (4) 

where the TPS interpolant f(x,y) minimizes the bending 
energy If and is given by [22], 
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where (xi,yi) = the x-, y- coordinates of the point pi, and 
i=1,2,…,n; kernel function U(r) = r2log r2, U(0) = 0; i are 
weights; a1, ax, ay are constants. Also for f(x,y) to have 
square integrable derivates, it is required that [1] [22], 
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Bending energy is given by [22], 
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where Kij= U(||(xi,yi)-(xj,yj)||). The exact interpolation 
requirement may be relaxed using regularization [1].  

 
6. METHODOLOGY 

 
We calculated a “shape distance” of the test profile edge to 
the training profile edges by an approach similar to the one 
described by Belongie et al. in [1] using shape contexts. The 
methodology goes as follows: 

- The following step is not required for shape context based 
matching [1] but was done to avoid computations of the 
correspondences of points that lie on, say, forehead of one 
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profile and chin of the other etc., thus to reduce the 
computation time in ‘Hungarian’. The profile edges were 
made vertical and facing to the right, then their heights 
were made equal (300 pixels). 

- Sample both the test profile edge and training profile edge 
by 100 points. This can be done uniformly at random, 
however it was found advantageous to have a certain 
minimum distance between the sampled points in [1]. This 
makes the sampling somewhat uniform.  

- Calculate the shape context [1] of each point on both the 
profiles edges 

- Compute the correspondence between points using 
Hungarian [21]. 

- Use the correspondence between points to estimate a plane 
transformation T, given by T: R2  R2, by thin plate spline.  

- Calculate Dbe, a measure of the bending energy If, by 
equation (7). 

- Calculate the shape context distance, Dsc, between the 
profile edges P and Q, as the symmetric sum of the shape 
context matching costs over best matching points [1], as in 
equation (8). 
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- Initial estimates of correspondences may contain some 
errors [1]. This can be overcome by iterating the steps of 
recovering correspondences and estimating 
transformations. We experimented with 1, 2… 6 iterations. 

- Calculate the shape distance, Dsh, as a weighted sum of Dsc 
and Dbe. 

                 bebescscsh DwDwD                   (9) 

- Calculate shape distances, Dsh, of a test profile with all the 
training profile edges, and do classification using k-
Nearest Neighbors.  

 
7. EXPERIMENTS AND RESULTS 

 
We made the training database equally balanced in terms of 
each gender-ethnic category (male Black, female Black, 
male South Asian and so on…), as we did not want the prior 
probabilities to affect the result of the Nearest Neighbor 
classification. The training dataset had 128 images.  

First the remaining dataset was tested on training 
database. Then we used a ‘replace-one approach’ to test the 
members of training dataset. For this, each member in the 
training database we replaced, one-by-one, with an image of 
the same ethnicity and gender and then the algorithm was 
executed. In this way, the approach was tested on a total of 
441 images. 

The amounts of weights in equation (9) and iterations 
were empirically determined. The resulting accuracies 
achieved are summarized in Table 2. The class confusion 
matrices for the results in Table 2, is given for gender in 
Table 3 and for ethnicity in Table 4 and Table 5. For 
explanation of the abbreviations used for ethnicities, please 
refer to section 3. We also included the notion of Standard 
Error (                , where p is the accuracy) in our 
computations. 

 Gender Standard 
Error Ethnicity Standard 

Error 

Accuracy 71.20% 2.16% 71.66% 2.15% 

Table 2. Results achieved 

Ground 
Truth 

Recognized 
As 

Recognized As 
Female Male 

Female Male % SE % % SE % 
Female 176 35 83.41 2.56 16.59 2.56 
Male 92 138 40 3.23 60 3.23 

Table 3. Confusion matrix for gender 

Ground 
Truth 

Recognized As 
B ESEA SA W 

B 39 24 0 4 
ESEA 7 86 6 8 

SA 0 13 14 15 
W 1 12 35 177 
Table 4. Confusion matrix for Ethnicity 

Ground 
Truth 

Recognized As 

B ESEA SA W 
% SE % % SE % % SE % % SE %

B 58.21 6.0 35.82 5.9 0.00 0.0 5.97 2.9
ESEA 6.54 2.3 80.37 3.8 5.61 2.2 7.48 2.5

SA 0.00 0.0 30.95 7.1 33.33 7.3 35.71 7.4
W 0.44 0.4 5.33 1.5 15.56 2.4 78.67 2.7

Table 5. Confusion matrix for Ethnicity (percentages) 
 

8. OBSERVATIONS AND DISCUSSION 
 
It may be observed that females seem to be more reliably 
identified than males, evident by their accuracy of 
(83.41 2.56)%, shown in Table 3. This is in contrast to the 
frontal views, in which generally the bias is towards males 
in performance, as also noted in [11].  

Eeast and South East Asians seems to be the most 
reliably identified ethnic category, evident by their accuracy 
of (80.37 3.8)%, shown in Table 5. Whites and Blacks 
also share a higher accuracy of true identification. Blacks 
are generally confused with East and South East Asians. 
South Asians are generally confused both with Whites and 
East and South East Asians. Whites are occasionally 
confused with South Asians. 

nppSE /)1(

2443



The results were also found superior to the average 
human performance for silhuoetted face profiles, noticed in 
an experiment, done by our group, on 21 subjects. The 
average performance in that experiment was 57.63% (std. 
dev.=9.43%) for gender and 45.08% (std. dev.=18.75%) for 
ethnicity identification. The effect of resolution on 
performance, however, had not been experimented with in 
this work. This method should work fine if the resolution is 
reasonable enough to capture the variations in silhouettes.  

We have demosntrated the first attempt for application 
of a computer vision technique in gender and ethnicity 
identification from silhuoetted face profiles. This may be 
fused with some other face view in future. This, most 
probably, would improve performance as silhuoetted face 
profiles have a lot of information as shown in this paper. 
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