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1 Introduction

SRMs are an alternative and modern solution to electromechan-
ical conversion with variable speed. The availability of high-
frequency switching devices and improvements in machine
design, associated with SRM intrinsic simplicity, reliability, low
cost, high power capacity, and fault tolerant operation have made
it a viable replacement for conventional motor drives [1,2].

SRMs have been traditionally controlled by either open loop
hysteresis or closed-loop pulse-width-modulation (PWM) current
controllers. Each scheme presents advantages and drawbacks with
regard to parametric variations, accuracy, robustness, and
dynamic response over the entire speed range. The hysteresis cur-
rent controller is popular because of its inexpensive, simple, and
easy-to-use architecture [3—5]. However, there are well known
disadvantages, such as variable switching frequency and high rip-
ple current, making it undesirable for many applications. On the
other hand, PWM controllers provide better control loop charac-
teristics compared to their hysteresis counterparts, although they
are more complex to be designed and require more computation
effort, such drawbacks can be overcome by using digital signal
processors (DSPs). In addition, in order to achieve improved effi-
ciency the SRM must operate under magnetic saturation [6]. This
effect associated with the current level and the variation of mag-
netic reluctance with respect to rotor position results in highly
nonlinear dynamics of all the machine relevant characteristics.

For the high performance operation of SRM drives, the current
loop plays a major role, mainly at low speeds where the torque is
only limited by the current. As a consequence, to achieve good
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posed controller has two degrees of freedom where the setpoint tracking is decoupled
from the load disturbance rejection at the nominal case. In addition a filter design is pro-
posed in order to achieve good relationship among robustness, load disturbance rejec-
tion, and noise attenuation. Simulation and real experimental results are shown to
illustrate the controller performance. [DOI: 10.1115/1.4026128]

torque control, accurate current command tracking control is
required [1,2]. However if the current is not properly modulated
and switched at the correct rotor position all negative effects e.g.,
high torque pulsation and acoustic noise are intensified. As the
speed increases, the back electromotive force (EMF) increases to a
level where the available voltage becomes insufficient to regulate
the current, while the control system should naturally assume single
pulse mode to achieve the maximum available voltage for high-
speed operation. The torque can then be controlled only by properly
adjusting the angles of the current pulses [6]. The ability of tracking
the dynamic setpoint and recovering from load disturbances with-
out torque ripple are two important challenges for high performance
in SRM drives [7,8]. Several researchers have proposed current
profiling-based methods to minimize torque ripple [1,2,9,10].
Often, proportional-integral (PI) current regulators have been
applied in SRM drives with limited performance [2,11]. However,
due to the aforementioned nonlinear plant characteristics, good per-
formance, and stable operation are difficult to achieve over the
entire operating range. The nonlinear characteristic of the SRM
model represents a challenge to classical and advanced control
techniques, thus motivating several researchers to propose current
control techniques to overcome this drawback [2,11-14].

In literature, it is easy to find numerous examples about
advanced control techniques in current control of SRMs using
adaptive control, neural network controllers, and fuzzy logic con-
trol [15—-17]. Model-based predictive control (MPC) has also been
used in SRM control [18,19] aggregating a series of advantages
over other methods, amongst which the following ones stand out
[20,21]: (a) It is particularly attractive for users with limited
knowledge about control because the concepts are very intuitive.
(b) Simplicity of tuning considering both setpoint tracking and
disturbance rejection. (c) A specified performance criterion is
minimized on-line. (d) In the worst case, its performance is simi-
lar to a proportional-integral-derivative (PID) controller with
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optimal tuning. (e) Its extension to the treatment of constraints is
conceptually simple, which can be systematically included during
the design process. Despite of the advantages related to MPC, due
to its high computational cost, real applications in drive systems
are very rare and most of the papers present only simulation
results [18,19,22,23]. Within this context, this paper presents a ro-
bust control structure with low computational cost based on GPC
[24] which belongs to a MPC family. Although the usual argu-
ment against the GPC is its demand for processing power, this pa-
per overcomes this issue by using a simplified version of GPC
which allows obtaining a similar performance than that developed
by its usual counterpart, as input constraints specifications can be
included.

The paper is then organized as follows: Sec. 2 presents an over-
view of modeling and identification of current loop for SRM
drive. A review on GPC is introduced in Sec. 3. Section 4
describes the proposed controller and its robustness and stability
is analyzed in Sec. 5. In Sec. 6 presents experimental results,
while the relevant conclusions are discussed in Sec. 7.

2 Modeling and Identification of SRM Drive Current
Loop

Models can be derived from the physical laws governing the
relationship amongst variables or empirical models derived from
data obtained from the process. They can also be classified as ei-
ther linear or nonlinear models. In cases where nonlinear models
are used to design the control strategy, nonlinear controllers are
essential to achieve improved performance. Therefore, they are
not feasible in applications with fast dynamics such as SRM
drives because the computational time is very limited and control-
lers require high computation performance. On the other hand, if
linear models are used, the designed controller must be robust
enough to compensate for the unmodeled dynamics. Continuous
and discrete linear models for SRMs are described as follows.

2.1 Small Signal Modeling of SRM Drives. An asymmetri-
cal bridge converter applied to SRM drives can be modeled using
the small-signal technique relating the duty cycle to the output
current. Considering the average voltage across the phase winding
during one switching period, the transfer function is given by
[25,26]

2 Vd(

Gls) = <er+Ra> ( L;

—— s +1
K+ Ra)s

where o, is the speed, « is the gradient of the inductance varying
with the rotor position 0,, L; is the inductance over one switching
period, and R, is the phase resistance. Since L; and k vary with i;
and 0,, the transfer function from the duty cycle to the output cur-
rent contains a single moving pole and variable static gain,
according to Eq. (1). The pulse-width modulator is supposed to
generate duty cycle D, which is proportional to the compensator
output voltage. In order to determine the uncertain set based on
variations of the system parameters, a multiplicative uncertainty
model is proposed as

()]

G(s) = Gu(s)(1 4 6G(s)) ()

where G, (s) is nominal plant, 0G(s) is the multiplicative uncer-
tainty. The upper bound of |G (jw)| is given by

G(jo) — Gu(jo)

6G(w) = max‘ G.(jo)

‘,Vw 3)

The uncertainties are given by variations on L; and «, within the
range [Lmin(0,); Lmax (0,)] and [Kmin (0,); Kkmax (0,)], respectively.
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2.2 Discrete Model Identification and Simplification. The
model transfer function given in Eq. (1) can be represented in a
general form as

G(s) = — “

where K, is the gain of the plant and t is the time constant.

The procedure to determine K, and 7 is not simple when no in-
formation is provided by the manufacturer or even the machine
dimensions are unknown. One way to determine such parameters
is through the machine experimentation or complex computational
simulations. Another alternative is to estimate them using system
identification without disturbing the regular machine operation. A
practical identification based on setpoint relay was implemented
in Ref. [26]. A three-phase SRM was used, whose characteristics
are: 12/8, 80 V., 3.5 A, series resistance r; = 2.4Q, rotor speed at
400 rpm. The inductance varies from a minimum value L, =8 mH
to a maximum one L, =52 mH, what occurs at every 45 mechani-
cal degrees. The algorithm is simple and requires small tuning
times [14]. As a result of this identification procedure, the transfer
function of SRM loop current is given by

0.03259z7!

) =1 0.9996: 1 ®

By analyzing the discrete transfer function given in Eq. (5), it
can be observed that the model pole is close enough to the unity,
as the result can be approximated by a discrete integrator

©0.03259:°"!
Tl —z!

G(z) (6)

This approximation allows simplifying the controller design
when intended for embedded systems.

3 GPC Approach to Model Predictive Control

The GPC algorithm consists in applying a control sequence that
minimizes the multistage cost function in the form [24]

N, N,—1
T=> "+l —we+ )P+ Au(t+ 0] (7
= =0

where N; and N, are the minimum and maximum costing hori-
zons, respectively, N, is the control horizon, 4 is the control
weight, w(z + ) is a future setpoint or reference sequence, Au(r) is
the incremental control action (A = 1 — ¢~ '; as ¢ ' represents the
backward shift operator) and y(7 + j|¢) is the optimum j-step ahead
prediction of the system output y(f) on data up to time ¢.

The solution of this optimization problem is a crucial step in
MPC algorithms. The numerical complexity depends on the char-
acteristics of the models in terms of linearity, constraints, number
of manipulated and controlled variables among other factors. For
linear models without constraints, the MPC optimization can be
performed analytically [27].

3.1 Computing the Predictions. The process dynamics can
be represented using the controlled auto-regressive and integrated
moving average model [24]

Alg " )y(r) =

e(?) ®)

where e(f) is uncorrelated (white) noise with zero mean value,
A(gY, B(g™ "), and C(g™ ") are polynomials in the backward shift
operator ¢~ in the form
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Alg D =14+ag ' +ag? + ... + awqg ™™ )
Blg")=bo+big +bhg >+ ... +bug ™" (10)
C(q_l) =l+4cqg " +eg 4. g™ (11

The future outputs can be computed by using filtering techni-
ques or Diophantine equations [27] while this work uses the sec-
ond approach. To compute the future outputs y(z+j) for
j=Ni,..,N,, the following Diophantine equation must be
solved:

Cla™") =E(q HAA(g™") +q7Filq ™) (12)
where E;(¢q~") and Fj(¢~") are uniquely defined polynomials with
degrees j — 1 and na, respectively.

Using Eqgs. (8) and (12) the future process output can be
described by

Ej(g")B(g™") .
cey 4

Witi) =12 (t+i-1)

+ Ej(q et +) (13)

As the degree of E;(g~") is j — 1, then all the noise terms are in
the future, and therefore the optimal prediction can be obtained
replacing e(z + ) by its expected value (zero) as

Fi(g™") Ei(g"")B(¢™")
Clg™") Clg™)

y(t+jlt) = y(t) + Au(t+j—1Jr) (14)

From above equation, the past control inputs can be separated
solving a new Diophantine equation
E(g ")B(g"") =Hi(¢")Clq ) +q7Iig™")  (5)
where H;(g~') has degree j—1 and [i(g~') has degree
ni = max(na,nb — j — 1). By using Egs. (14) and (15), the predic-
tion output can be written as

1 i) Lig™)
y(t+j|t) - C(q,]) y(t) +C(q,|)Au(t - 1)
+H;(q~ ") Au(r +j — 1]r) (16)
which can be expressed in a vector form as
gy 20 Sy Au(t—1)

where y = [y(¢ + N1 [t) y(t + Ny + 1[t) ... y(t + Na )], Au = [Au
(t|)u(t + 1)t) ... u(t + N, — 1]1)]", G is a N x N,, constant matrix
based on the coefficients of H;(g™"), while F(g~") and I(g~") are
polynomial vectors.

3.2 Optimization Procedure. From controller implementa-
tion standpoint, an analytical solution with low computational
cost is important. Thus, this work is concerned with the investiga-
tion of a special case where N,=1, Ny=1, N,=N, and 1=0,
which represents the best tradeoff between the computational cost
and close-loop performance [28]. Then, the optimal input is Ref.
[29]

Au(t) = (GTG)'GT(w — ) = k(w — f) (18)
where Kk is a constant vector with dimension 1 X N, w is a vector

which contains the future reference and f=F(¢")(y(z)/
Clg™") + (g ")(Au(t — 1)/C(g™")) (or free response).
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Through some manipulations, Eq. (18) can be written in the
RST form

1

u(t) = AR(gT) (T(q™")r(0) = S(g~")y() (19)

where r(t)=w(t+j) is the setpoint, T(¢~')=C(g™") vazl

k(i),S(¢™") = XL k()Fi(g™"), and R(g™')=C(g") +¢"'
S k(i)li(g™"). The RST structure is important from control
analysis standpoint because it can be derived properties such as
stability and robustness. This paper does not cover the constraint
case of MPC. Nevertheless, the real plant has input saturation con-
straints within the range from 0% to 100%. Thus, if the maximum
or minimum plant input limitations are achieved, a hard limitation
at the control input is applied resulting in a suboptimal solution,
also known as clipping. This solution does not need any additional
antiwindup technique in case of N, =1 [29].

4 Robust GPCBC Applied to SRM Current Loop

The model which relates the duty cycle to the SRM current
loop is given by

(1 =g "y(t) =bou(t— 1)+ (20)

where by is a constant related to the velocity gain of the plant and
C(qfl) is a monic polynomial that can be treated as a filter [27].
The selection of C(g™ ") is not a trivial matter, while some guide-
lines for open-loop stable processes and some case studies can be
found in literature [30].

In this study, the process is of first-order and has integrative na-
ture. It is then enough to use a filter with degree nc =2 in order to
attenuate the noise, considering that it is properly tuned [27].
Thus, the proposed filter is given by

Clg)=1+cqg ' +eq? @1
where ¢; and ¢, are constants which must be tuned considering
noise attenuation, disturbance rejection, and robustness.

Considering Eqs. (20) and (21), the control input u(z) in
Eq. (19) can be calculated explicitly by performing some mathe-
matical manipulation. Thus, the control polynomials R, S, and T
are given by

. -1
gty = 0= .
0
R(g™") =1-acyq™ (23)
_adc " . e )]
S(qil)zz o+cytacy (I—L-Ootcl—i—(Zat 1)ea)g 24)
y 1+243+...+N 25)

C1+22+4324+ . N2

It is important to notice that polynomials R, S, and T contain
the parameter «, which on the other hand depends on N. From
Eq. (25), it can be seen that « varies from O to 1 when the predic-
tion horizon N varies from 1 to co. If N is used as a tuning param-
eter, then o will have discrete values thus making precise tuning
impossible. To overcome this problem, the use of o as a direct
tuning parameter is proposed.

4.1 Nominal Input-Output Transfer Functions. The block
diagram of the proposed Robust GPC-based control (GPCBC) can
be represented in the classical RST structure as illustrated in
Fig. 1. To understand the nominal behavior, the transfer functions
relating the reference to the output, the input disturbance to the
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u(t) q(t)
(1) 7 + (0
—> T(q") > W — ZOH > G(s) T: Y
n(t

S@') [ ’
Fig.1 Classical RST structure
Table 1 Proposed filters
Filter name A
Co tan(0 deg)
Cso tan(30deg)
Cyus tan(45 deg)
Ces tan(60 deg)
Cys tan(75 deg)

output, the noise to the control input and the noise to the output
are calculated as follows:

Hy () = Z{fgg} e (26)
¥(1) 27 bR (2)A(2)
G v e
_ Ju@)) __ =SEA)
R e e B
y() —z'hoS(2)
o=t~y @

where Z{.} denotes z-transform, ¢() is an input disturbance, and
n(t) is a measurement noise signal at a given discrete instant .

Equation (26) shows that H,,(z) is a first-order transfer function
which only depends just on «. Therefore faster or slower setpoint
responses can be achieved by decreasing or increasing o, respec-
tively. On the other hand, C(z) can be used to modify the disturb-
ance rejection response Eq. (27) while acting as a measurement
noise filter in order to attenuate noise effect in both control and
output signals, Egs. (28) and (29), respectively.

4.2 Filter Design for Disturbance Rejection and Noise
Attenuation. Equations (27) and (28) evidence that both disturb-
ance rejection and noise attenuation depend on C(¢ "), as the tun-
ing of the related parameters is crucial. This work assumes that
C(¢~") has roots with identical real part, while Eq. (21) can be
rewritten as

Clg™") = (1= g (1 —e g™ (30)
where ¢ and f are tuning parameters, and i is the imaginary
operator.

The ratio /¢ imposes certain characteristics to the filter C, and
therefore a set of filters with different ratios /o can be defined
according to Table 1.

To show the influence of each filter C =C,,, m=0, 30, ..., 75,
on disturbance and noise rejection, several simulations were per-
formed according with the following criteria:

(a) First, a set of different values for ¢ is defined within in a
desired range (¢ = oy, k = 1, ..., n;) while f was calculated
(= Pp,k=1,...,n;) for each value of ¢ keeping the ratio
/o constant as defined in Table 1.

(b) Then, for each filter C,,, with ¢ =0; and f = f§,, the
respective controller was properly designed, corresponding
to polynomials R, S, and T.

031021-4 / Vol. 136, MAY 2014
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Fig. 2 Relationship between quadratic error and variance for
each studied filter

Table 2 Variance of the filters

Quadratic error £, = 10* x b3

Filter o Vi, x 107 x by?
Co 0.031 10.6
C3o 0.028 8.9
Cus 0.025 7.0
Ces 0.019 4.9
Cys 0.012 34

(c) From the aforementioned controllers, the quadratic error E,
and the control input variance V,, were obtained considering
a unit step disturbance ¢(t) (r(r)=0, n(f)=0) and zero-
mean noise 7(#) with unity variance (7(f) =0 and ¢(r) =0),
respectively.

The simulated curves that relate £, and V,, for the set of studied
filters are shown in Fig. 2. The best relationships between E, and
V, are given by the lower curves. For instance, if ¢ is tuned to
obtain E, = 10* x b} then the variance will vary between the con-
trollers as shown in Table 2. It can be seen that the variance
changes more than 300% from the best case to the worst one. If
disturbance rejection and noise attenuation are the sole criteria to
design the filter C, then the best option is to use the filter C = Cys.
Besides, robustness must be also taken into account in order to
obtain a final decision.

5 Robustness and Stability Analysis

The robustness analysis is performed considering that the mod-
eling errors of the SRM drive can be represented as unstructured
uncertainties, i.e.,. G(z) = G,(z) + AG(z) = G,(2)(1 4 0G(2))
while G, is the nominal plant. Besides, let us consider that an
upper bound for the norm of 6G(e?) is given by 5G(Q) for
0<Q<n[31]

In order to maintain robust closed-loop stability, the following
statement must be satisfied [32]:

e (1 — ge—i@
a6 < 0 = S e

€2V

where Q € [0, 7], and /,(Q) is defined as the robustness index of
the controller. It can be observed that /,(Q) depends on o and
C(e™™?), where C(e™™) is a tuning factor for robustness.
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Fig. 5 Experimental current and duty-cycle through SRM wind-
ing A using GPCBC controller

Figure 3 illustrates the robustness index /, of the proposed con-
trollers and the upper bound of the multiplicative error 6G, which
considers = 10% uncertainties on velocity gain (by) and two sam-
ples for time delay. At low frequencies, it is observed that the
robustness index of all controllers is the same; at mid-frequencies,
the controllers with larger /o ratios are less robust, specially C;s
which is fair less robust than the remaining filters; at high frequen-
cies, all the controllers have high robustness, particularly those
with larger /o ratio. Considering a general robustness analysis at
mid-frequencies, where robustness is supposed to be important
[20], the controllers with smaller fi/o ratio are more robust,
although the difference from Cys to Cy is negligible.

For a general analysis, the results from Sec. 4.2 are considered.
Besides, it has been shown that the best controller for disturbance
rejection and noise attenuation is the one with the largest f/o

Journal of Dynamic Systems, Measurement, and Control

Current (A)
S = N W A W
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Fig.6 Experimental current and duty-cycle through SRM wind-
ing A using SGPC controller
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Fig.7 Experimental current and duty-cycle through SRM wind-
ing A using PI controller with step load

ratio. One must notice that ¢ is the only free tuning parameter of
C(qfl). It can be tuned with lower values to obtain better noise
attenuation and robustness at the cost of worse disturbance rejec-
tion, or with higher values to obtain better disturbance rejection at
the cost of worse noise attenuation and robustness. Thus, by using
the robustness analysis, the controller C45 can be considered as
the best choice [27].

6 Experimental Results

To explore the effectiveness of proposed controller, experimen-
tal tests have been carried out. The proposed controller GPCBC
was compared with both a simplified GPC (SGPC) and a conven-
tional PID controller. The controllers have been implemented in a
prototype using a digital signal processor TMS320F2812 (DSP),
and a classical asymmetric bridge converter, with switching fre-
quency of 25 kHz. The experimental setup is presented in Fig. 4.

The plant model used by the controllers is described by Eq. (5).
The proposed controller (GPCBC) parameters were chosen as
o =10.5 in order to obtain a desired time constant to setpoint track-
ing of approximately 60 us. The filter was adjusted with ¢ = 0.3
(Cas(g7") =1 — 1.42¢7" 4+ 0.55¢72) to achieve the desired trade-
off among robustness, noise attenuation, and disturbance
rejection. In the SGPC case, C =1 and « becomes the only tuning
parameter, it is worth to mention that o is set at 0.8 in order to
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Table 3 Performance index

Index GPCBC SGPC PI

Quadratic error (E,) 0.0022 0.0047 0.1148
Average overshoot (%) 0.0491 0.0680 0.2762
Input variance (V) 0.0376 0.0402 0.1636

1000

(%3
=3
S

Speed (rpm)

6 8 10 12
time (s)

15

—_
(=)

W

Current (A)

time (s)

Fig. 8 Experimental speed and current through SRM winding
A using GPCBC controller, 400-1200 rpm

achieve robustness similar to GPCBC. The PI controller was
adjusted in order to achieve time constant to setpoint tracking sim-
ilar to GPCBC, where the relevant parameters are K,=230.67
and T;=1.98 x 10” [33].

In order to illustrate the results to setpoint tracking of GPCBC,
SGPC and PI experimental tests were performed at 400 rpm, while
the results are shown in Figs. 5-7. The waveforms represent the
reference signal (r=3.5 A), the phase current through winding A
(14), and the variation of the duty-cycle (control input) for the
SRM drive at nominal speed.

It can be observed that all controllers are able to track the pre-
determined reference. Aiming to perform a quantitative analysis,
the input variance V,, the quadratic error E,, and the average per-
cent overshoot are the adopted parameters. The values for V,, and
E, are computed as

M

1 2
V,=— u(lk) —u 32)
M;( (k) — i) (
1 & )
Eo =2 («0) (33)

where i is average input and M is the number of samples. The
results are shown in Table 3.

According to Figs. 5-7 and Table 3, the quadratic error of the
proposed controller (GPCBC) is about half of that for SGPC.
Besides, it corresponds to about one fifth of the error obtained
with the PI controller. The average percent overshoot for the
GPCBC and SGPC are 5% and 7%, respectively, while the value
obtained with the PI controller is about 27%. Moreover, the sto-
chastic performance of control input of the proposed controller is
3.7%, being 4% and 16% for SGPC and the PI controller, respec-
tively, thus representing an important improvement from the con-
trol standpoint. It is important to mention that the sequential
switching logic of the converter disconnects the phase winding,
which is submitted to a negative voltage. It causes the phase cur-
rent flowing through the freewheeling diodes to be null. At this

031021-6 / Vol. 136, MAY 2014
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Fig. 9 Experimental speed and current through SRM winding
A using PI controller, 400—-1200 rpm
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Fig. 10 Experimental currents through SRM windings and
load using PI controller, at 350 rpm

point the controller acts to control the next active phase. It must
be also noticed that the input control signal is constrained within
the range from 0% to 100% as shown in Figs. 5-7.

In order to show the performance of GPCBC and PI controllers
over a wide range operation, the motor speed varies in the ramp
shape from 400 to 1200 rpm as illustrated in Figs. 8 and 9.

It can be seen that at high speeds the current control is per-
formed by varying the dwell angle and the controller falls into sin-
gle pulse mode, as presented in Ref. [6]. Besides, it can be stated
that GPCBC maintains the desired current response characteristics
at medium and low speeds, while the PI controller presents a
response degradation as the speed operation point changes.

To evaluate the robustness of GPCBC and PI controllers to dis-
turbances a mechanical load step was applied by using a pure
resistive load rated at around 12 W, which is connected to the gen-
erator attached to the SRM operating with constant torque at
350rpm [6]. The results are illustrated in Figs. 10 and 11. It can
be seen that the GPCBC response is almost unaffected by the load
disturbance while the PI controller is clearly affected.

All the aforementioned validation tests confirm that the pro-
posed controller is suitable for the operation at low, medium, and
high speed and is able to reject load disturbances in a SRM drive
system.
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7 Conclusion

A robust control based on model predictive control has been
successfully applied to the current control loop of a SRM drive.
The approach has proven to be suitable for SRM drive applica-
tions in terms of the achievable control performance, robustness
against model mismatches, and unexpected dynamic behavior, as
well as in terms of low online computation burden, being suitable
for practical use in a wide variety of embedded systems. The tun-
ing procedure of the proposed controller is intuitive and the set-
point tracking is decoupled from the disturbance rejection. A filter
design has been proposed in order to obtain a good relationship
among robustness, load disturbance rejection, and noise attenua-
tion. Even though no specific experiments regarding noise rejec-
tion have been carried out, it can be observed that the regular
noise inherent to the SRM drive system does not affect neither the
system stability nor its operation significantly, as predicted in the
simulations results. Experimental results have also demonstrated
the feasibility of the proposed SRM drive control scheme.
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