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Abstract- Over t h e  past decade t h e  role and focus 
of t h e  Army has changed drastically. T h e  days of t h e  
Cold War a re  gone and with t h e  recent cutbacks in t h e  
military budget, efforts must be  refocused on build- 
ing t h e  Army of t h e  future.  Today’s leaders believe 
the  future  of t h e  Army is in information and  digi- 
tal technologies. Many challenges face t h e  Army as 
they venture into t h e  information technology world. 
Full exploitation of information and digital technolo- 
gies will present major challenges for developers of 
these systems. Fortunately, technologies have arisen 
in the  computer science field t h a t  will contribute t o  
solutions to  many of t h e  problems these developers 
will face. One specific technology, fuzzy logic, which 
has been applied only t o  a very limited degree in mil- 
itary systems, holds great promise. T h e  information 
used in the  planning and conduct of military opera- 
tions has very high levels of uncertainly and ambiguity. 
Fuzzy logic technologies provide a n  effective means to  
address, and even exploit, this uncertainty and  am- 
biguity. This paper shows t h e  applicability of fuzzy 
logic technologies t o  a specific military application by 
automating a specific intelligence analysis task. T h e  
task involves evaluating t h e  suitability of various lo- 
cations for t h e  conduct of a reconnaissance mission. 
The  positive results produced through this  effort un- 
derscore t h e  overall desirability of applying fuzzy logic 
technology to  problems in t h e  military domain. 
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I. INTRODUCTION 
With modern advances in the computing industry, 

the Army has committed to fielding an automated 
force by the turn of the century. General Gordon 
Sullivan, former Army Chief of Staff, stated his views 
of the future Army as: “In the] Army of the 21St cen- 
tury, rapad technologacal developments zn anformataon 
management and process are usherang an what many 
helaeve to be the hegznnzng of a post-zndustrzal age; the 
Informataon Age. The macroprocessor as revolutaonaz- 
ang the way that we lave our laves as zndzvzduals, the 
way that socaety functaons, and the way that we are 
lzkely to fight our future wars ... . These powerful 
developments are leadang socaety toward an uncertaan 
but znterestzng future; a future whach at as just begzn- 
nang to explore [ I ]  ’’ In accordance with this vision, 
the Army of the 21St century will be organized into 
combat units which are driven by information and 
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information technologies. These networked units will 
possess the capability to rapidly and effectively react 
to the volatility associated with the modern battle- 
field. The Army’s tactical operations center (TOC) 
will evolve into an information warehouse consist- 
ing of numerous command and control (C2) systems 
which will provide decision-makers with access to a 
high-fidelity conceptual view of the battlefield. 

These new systems will undoubtedly create new 
challenges for future commanders and their staffs. 
Specifically, systems which merely increase the 
amount of data the staffs must process are likely to 
have deleterious effects on their performance. With 
the expected increased information flow, the chal- 
lenge becomes the staffs’ ability to decipher the infor- 
mation that is critical, and to effectively apply this 
information in the decision process. Unfortunately, 
unless future systems can help analyze and synthesize 
this data, the tendency will be for staffs to become 
overwhelmed with small details, thus losing sight of 
the “big picture.” 

To meet the requirements of the Army of the 21St 
century, future C2 systems must go beyond the capa- 
bilities of today’s information systems. These systems 
must incorporate artificial intelligence (AI)-based de- 
cision support tools so that they become a part of 
the staff, rather than just a tool used by the staff. 
This will enable commanders and their staffs to gen- 
erate, modify, and analyze complete, consistent, and 
robust plans in real-world, resource-constrained envi- 
ronments. 

This paper describes a technology - fuzzy logic - 
that could have a significant impact on the Army’s 
many automation initiatives. Fuzzy logic was intro- 
duced over 20 years ago as an approach to generalize 
classical two-value logic for reasoning under uncer- 
tainty [2]. The environment in which military oper- 
ations are planned and executed is fraught with un- 
certainty and imprecision. Noted military theorist 
Carl von Clauswitz once stated that “many intelli- 
gence reports in war are contradictory; even more are 
false, and most are uncertain [3].” Even though these 
words were written over 160 years ago, they still ring 
true today. Based on the statements above, technolo- 

0-7803-4053-1/M/$lO~OO @ 1997 IEEE 2590 

http://ragsdOcs.tamu.edu
http://cbutlerOmail.wes.army.mil


gies that handle uncertainty and imprecision should 
play an important role in the development of future 
C2 systems. Fortunately, systems which are based on 
fuzzy logic technologies are inherently able to tolerate 
uncertainty [4]. Specifically, the uncertain and impre- 
cise knowledge that military planners use can be ef- 
fectively represented using fuzzy linguistic variables. 
These variables use linguistic labels which are read- 
ily understood by the domain experts and are useful 
for communicating concepts and knowledge with hu- 
man beings [5]. Additionally, they have a well-defined 
quantitative component that allows for interoperabil- 
ity among other non-fuzzy Army systems. Represent- 
ing knowledge in this manner simplifies the knowl- 
edge acquisition process, thereby providing a more 
consistent result among multiple users. Conventional 
rule-based or statistical approaches are other possible 
solutions to this problem. However, a fuzzy logic ap- 
proach provides an alternative technology that allevi- 
ates many of the difficulties conventional approaches 
have in handling uncertainty, imprecision, and ambi- 
guity. Secondly, by using fuzzy logic techniques the 
system can readily represent and reason with both 
explicit information and the various types of uncer- 
tainty that are implicit in much of this knowledge. 
Finally, fuzzy logic methodologies provide a “com- 
munication bridge” between domain experts and the 
system through fuzzy linguistic variables. 

11. BACKGROUND 

The research described in this paper extends work 
that was initially performed by members of the fac- 
ulty at the United States Military Academy. Their 
approach used fuzzy logic to model visibility factors 
which were then used to categorize the suitability of 
potential areas for observer locations in a military re- 
connaissance mission. 

In their system, the analysis is performed over a 
region surrounding the target which is bounded by 
an annulus. The analysis involves evaluating a par- 
titioning of the annulus which is based upon the un- 
derlying elevation data [6]. The system applies a set 
of fuzzy rules to assign each area to one of five fuzzy 
sets (unacceptable, poor, neutral, good, excellent). 
These sets describe the suitability of each partition. 
The limitation of this approach is that it is based 
on the minimal amount of input used in the model. 
No consideration is given to the impact of vegeta- 
tion, weather, or additional operational knowledge 
that should affect the results. This research extend 
their approach by using fuzzy logic to combining addi- 
tional spatial information and operational knowledge 
in the reasoning process which determines the suit- 
ability of each region. This extension should improve 
the overall quality of the categorization process when 
evaluating potential areas for observer locations. 

The resulting system will provide an assessment 
of possible locations for use as observer positions. 

Fuzzy logic is a viable means to perform reasoning us- 
ing a combination of spatial information (vegetation, 
roads, etc.) and operational knowledge in locating 
potential observer positions. Since much of this op- 
erational knowledge is subjective, a fuzzy approach 
is a very natural mechanism for representation and 
reasoning. 

111. CONCEPT 

The reconnaissance miission is one of the most chal- 
lenging missions that a small unit is required to per- 
form. Many of the intelligence analyses performed 
in support of this type of mission are accomplished 
under a great deal of uncertainty. Additionally, the 
manner in which the various underlying aspects of the 
intelligence analysis problem interact is very complex. 
Also contributing to the difficulty of planning a recon- 
naissance mission is the great risk to the well-being 
of the personnel who mske up the recon team. The 
risk involved is attributable to the fact that in order 
to successfully accomplish a reconnaissance mission, 
a team must normally occupy a position that is in 
close proximity to an enemy force. The reconnais- 
sance planner therefore has two conflicting goals to 
consider when he selects positions for a reconnais- 
sance mission. On one hand, he must select poten- 
tial positions which are close enough for the team to 
gather all required information. On the other hand, 
he must select a position which does not expose the 
recon team to undue risk. 

These opposing goals can be seen clearly in the 
doctrinal fundamentals of reconnaissance missions as 
articulated in the in the Army Training Manual, ST 
21-75-3, Dismounted Patrolling [7]. The first two 
fundamentals are: 

Gain all required information. 
Avoid detection. 
This trade-off between potential for information- 

gain versus risk is the most important consideration 
that the operational planner must take into account 
when selecting potential positions from which to con- 
duct a recon. If the planner can successfully balance 
these two competing goals, there is a far greater likeli- 
hood that a particular mission will be successful. The 
importance of this trade-off had a significant effect on 
the overall design of this application. 

I v .  DESIGN CONSIDERATIONS 

After an extensive review of the military litera- 
ture concerning the intelligence analysis process, com- 
monly referred to as Inlelligence Preparation of the 
Battlefield (IPB), the recon process was subdivided 
into three main modules. The first two modules 
model risk and information gain associated with the 
recon locations. Each location is assigned a rating 
describing the risk and information gain potential of 
that location. The final module evaluates these rat- 
ings in combination with the commander’s willingness 
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Fig. 1 .  Graphical output of reconnaissance analysis 

to accept risk. Using this paradigm, the system de- 
sign is based on this decomposition. Furthermore, the 
analyst bounds the search space by defining a min- 
imum and maximum radial distance allowed for po- 
tential locations, which results in a doughnut-shaped 
area (annulus). 

After the user inputs all the necessary information, 
the analysis process is initiated. Using the default 
distance constraints (100-1500 meters) the computa- 
tional time on a Pentium platform is approximately 
10 minutes. After the analysis is complete, the results 
can be overlaid on any of the base maps supported by 
the system. The color assignments are based loosely 
on the standard military color scheme of black, red, 
amber, and green where green locations are the most 
favorable and the black areas are the least favorable. 
An example output is illustrated in figure 1. This 
figure contains the results of the three modules. The 
top image is the overall assessment and the bottom 
two are the results from the information gain and risk 
modules, respectively. The information gain image 
uses dark shades of gray in areas that are not con- 
ducive to acquiring the needed information. The risk 
module uses lighter shades of gray to  indicate areas 
of high risk. 

V. ARCHITECTURE 
This section provides a technical description of the 

modules which were implemented in the development 
of this system. 

Fuzzy assessment modules 

During the decomposition process it was deter- 
mined that the fuzziness of this problem can be r e p  
resented by comparing risk against the possibility of 
acquiring information. Dividing the problem along 

these lines allowed for the development of three mod- 
ules. The first two modules model the risk and infor- 
mation gain while the third module evaluates the re- 
sulting assessments against the objectives of the mis- 
sion. 

Risk assessment module 

During the planning process, commanders consider 
risk as a key attribute in the creation of a course of ac- 
tion. Risk is a measurement that describes the likeli- 
hood of loss-of-life occurring during the execution of a 
mission. The level of acceptable risk is dictated in the 
overall mission statement. Risk assessment is accom- 
plished in the system by analyzing each location (rep- 
resented by a single pixel) and assigning a rating char- 
acterizing the risk at a given location. A combination 
of factors including known enemy positions, their de- 
tection capabilities, and the geographical character- 
istics (surface contour, vegetation, etc.) of the area 
all play a role in the evaluation of risk. Risk is mod- 
eled considering the threat associated with a position 
and how visible a position is relative to the enemy. 
Positions that are unobservable by known enemy lo- 
cations are assumed to be less risky. The objective 
of this module is to assign low ratings to locations 
that are far from known enemy locations and which 
allow minimal observation by the enemy. Areas that 
are close to known enemy positions or that are con- 
sidered highly visible are assigned high ratings. Envi- 
ronmental factors such as fog or precipitation, canopy 
cover provided by vegetated areas, terrain obscura- 
tion, and darkness all synergistically lower the risk of 
a specific location. Conversely, enemy positions with 
higher security and more elaborate detection devices 
will increase the overall risk. The result of the risk 
analysis is the rating of each pixel in a continuum of 
0-1 based on all factors influencing risk. The lower 
bound implies minimum risk and the upper bound 
implies maximum risk. 

Information gain module 

A commander must consider the potential of ac- 
quiring required information from surrounding loca- 
tions when he selects positions from which to con- 
duct a reconnaissance mission. Information gain is 
a measure of the degree to which a specific loca- 
tion supports the acquisition of critical information 
in a reconnaissance mission. The degree to which 
a specific location supports information gathering is 
a complex function which takes into account many 
factors. These factors include distance to the tar- 
get, terrain maskrng (concealment due to terrain fea- 
tures), weather and astronomical data, vegetation, 
target illumination, and friendly observation capabil- 
ity. The assessment of the information gain potential 
of a given position is determined through the process 
of analyzing each location (represented by a single 
pixel) and assigning a rating which characterizes the 
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degree to which required information can be acquired 
from that location. This module will assign a high 
rating to locations that support the recon team’s abil- 
ity to acquire information on a specific target area. 
Low ratings are assigned to areas that do not readily 
support the team’s ability to gain information. 

The system models information gain by taking into 
account the visibility of the target and the observa- 
tion potential from each specific location. 

The visibility of the target is determined by consid- 
ering the weather, the terrain and vegetation masks, 
the target and the ambient illumination, and the ob- 
scuring effects of the weather. The observation po- 
tential of a given location is a function of the dis- 
tance to the target and the equipment that the recon 
team will employ to enhance their ability to observe 
the target. The weather obscuration is determined 
by the amount of fog and/or precipitation that is ex- 
pected at the time of the mission. The results of the 
information gain analysis are ratings for each pixel in 
a continuum from 0 to 1. The upper bound implies 
maximum information gain, while the lower bound 
implies minimum information gain. The process of 
combining the inferences associated with each graph 
produces an assessment of the degree of information 
gain from each location. 

Mission Assessment Module 

In order to perform a complete analysis of the suit- 
ability of each of the locations that surround a partic- 
ular reconnaissance target, a commander must take 
into account the competing goals of minimizing risk 
while maximizing the potential for information gain. 
His assessment of how to reconcile these two goals is 
largely dependent on the amount of risk that he is 
willing to accept. Consequently, the overall assess- 
ment of each of the locations is a function of the risk 
assessment, the information assessment , and the com- 
mander’s risk acceptance threshold. For example, if 
the information that will be acquired during the mis- 
sion is highly critical, then the commander would be 
more likely to accept a higher degree of risk. However, 
if there might be serious negative ramifications asso- 
ciated with a compromised mission, then he would be 
less likely to accept a high level of risk. 

The overall results of the mission assessment are 
ratings for each pixel in a continuum from 0 to 1. 
The upper bound implies maximum suitability for a 
given location. The lower bound implies insuitabil- 
ity for a given location. The inference surface which 
characterizes the inferencing process for this assess- 
ment is shown in figure 2.  Note that the surface has 
an intuitive appeal in that the most suitable locations 
provide the greatest potential for gaining information, 
while the least suitable locations have great risk and 
little likelihood of gaining information. 

Fig. 2. Inference surFace for mission assessment 

Inference Process 

The previous section subdivides the problem into 
three modules: risk, information gain, and mission 
assessment. This section describes the process that 
was used to  model these modules using a fuzzy logic 
framework. It was discussed earlier how fuzzy lin- 
guistic variables bridge the gap between the qualita- 
tive information that captures domain knowledge and 
the quantitative information that the system requires 
to perform the inferencing process. The linguistic 
variables are used in conjunction with fuzzy if-then 
rules to represent doma,in knowledge and provide the 
means to perform fuzzy reasoning. 

The user interface was constructed to allow the 
user to characterize the scenario through linguistic 
variables. Each fuzzy input is represented utilizing a 
standard slider bar. Each slider bar is labeled by us- 
ing the linguistic terms as references that are placed 
along the top of the bar. This allows the user to po- 
sition the slider relative to the set of possible terms 
allowed for the variable. For example, an input char- 
acterizing the condition of a unit would use the stan- 
dard black, red, amber, green convention. A non- 
fuzzy approach would require the user to select only 
one of the four. If a unit condition borders on red and 
amber, then one user may characterize it as red where 
the other describes it as amber. Such a conflict could 
make a substantial difference in the resulting analy- 
sis. However using a fuzzy approach, a slider bar can 
represent a continuum and the terms black, red, am- 
ber, and green are placed along the top of the bar as 
a reference. Now the user can position the slider bar 
between red and amber to represent the uncertainty 
in their judgment of unit’s status. This approach al- 
lows for a smoother transition among differing states 
of the input, thereby decreasing the sensitivity of the 
results based on subjective information. 

Once the linguistic terms are identified, the next 
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step is to determine the inference mechanism used in 
the prediction process. The approach taken in this 
research involved the modeling of a problem through 
creation 0f.a series of fuzzy rule-based models. Each 
of these fuzzy models map system inputs (or interme- 
diate conclusions) to outputs. The fuzzy inference en- 
gine employs fuzzy zf-then rules to perform this m a p  
ping. The combination of fuzzy rules generates an 
inference surface like the one illustrated in figure 2. 
The theoretical foundation of this type of fuzzy model 
is Zadeh's fuzzy graph [4]. The Mamdani Model [8] 
was selected instead of the two other popular fuzzy 
graph-based models: TSK [9] and SAM [lo]. Man- 
dami was chosen because it supports fuzzy variables 
in both the premises and conclusion of the fuzzy rules. 

The strategy used in the development of this sys- 
tem was to subdivide each module discussed above 
into sets of various components where each compo- 
nent would consist of a fuzzy graph. Once the compo- 
nents are built, they are assembled into a hierarchical 
structure based upon required inputs. A component 
whose inputs are not dependent on the output of any 
other component is placed in terminal or leaf posi- 
tion of the tree. A component becomes executable 
once all of its dependent components are completed. 
The component representing the root of the hierar- 
chical structure produces the final result that rates 
the overall quality of a location on an interval of 0 to 
1. 

The process of subdividing the modules was per- 

formed by first identifying the necessary intermediate 
linguistic variables. Then the input variables neces- 
sary to  infer these intermediate values were identi- 
fied. This process produced inference chains which 
are represented in the hierarchical structure shown in 
figure 3. Each box in the figure represents a fuzzy 
graph and fuzzy inputs are represented in bold type. 
During the the subdivision process, the number of 
input variables to each component was minimized in 
order to reduce the number of required rules. After 
the subdivision process, the information gain module 
was represented using four components, the risk mod- 
ule uses five components, and the mission assessment 
module is represented using a single component. To 
represent these 10 components, a total of 731 rules 
were encoded. 

VI.  DATA 
The majority of data used in this system were dig- 

itized representations of geographical.features. Since 
the objective was to  categorize potential reconnais- 
sance positions based on a combination of situational 
and geographical information, an accurate represen- 
tation of the terrain was vital to  the process. A study 
of the types of feature information required for this 
analysis indicated that elevation and vegetation data 
would suffice. The elevation data contained a series of 
elevation postings describing the height of the terrain 
in meters above sea level. This feature information is 
primarily used by the line-of-sight module to deter- 
mine visibility. The elevation feature is supplemented 
by the vegetation feature which provides information 
describing height and type of vegetation at each lo- 
cation. The height of the vegetation is added to the 
elevation value at each location to determine the its 
relative height. The vegetation type attribute allows 
the system to vary the concealment potential of the 
vegetation based on seasonal changes. 

The digital feature data, acquired from an Army 
source, covered an area in the state of New Mexico. 
The size of the area covered was approximately 25 
kilometers2 with an estimated resolution of 30 me- 
ters (between elevation postzngs). Both features are 
represented in a raster format (Arc Info's Arc/Grid), 
where each pixel covers a 30 meters square area in 
both the x and y directions. 

VII. RESULTS AND CONCLUSIONS 
Although no formal verification procedure was im- 

plemented for this prototype system, an effort was 
made to insure that the results were both intuitive 
and adhered to Army doctrine related to the conduct 
of reconnaissance missions. To perform an informal 
validation of the system a number of trials were per- 
formed in which the reconnaissance target location 
and other system inputs were varied. The results of 
these numerous trials were then evaluated by the au- 
thors, one of whom is a US Army Infantry officer with 



sixteen years of service who served as the domain ex- 
pert throughout this research. 

The initial results produced by this prototype sys- 
tem look very promising. In all trial cases the results 
were intuitively satisfying, and did not appear to vi- 
olate the doctrinal principles for the reconnaissance 
mission. For example, all tree-line areas in the vicin- 
ity of the target were assessed to be very suitable re- 
con locations. This adheres to conventional wisdom 
for conducting a reconnaissance in that these loca- 
tions provide maximum observation of the target (i.e, 
high information gain) while minimizing the chances 
of being detected by the enemy (i.e, low risk). In ad- 
dition, all densely vegetated areas, regardless of their 
proximity to the target were assessed to be unsuit- 
able. This result is intuitive since dense vegetation 
normally minimizes the area that can be observed 
from a given location (i.e., low information gain) and 
as a result, these locations are generally unsuitable 
for recon locations. 

The initial results produced by this prototype re- 
veal that applications of fuzzy logic technologies in 
the military domain have the potential to increase 
the overall quality of automated systems. For this 
reason, fuzzy logic technologies should be considered 
for integration into existing and future military C2 
systems. 

This system performs an intelligence analysis in 
support of a reconnaissance mission, and the results 
of the analysis are graphically represented. However, 
the resulting knowledge gained through this analysis 
can be readily shared among existing C2 and simu- 
lation systems which require reconnaissance informa- 
tion. 

The transition of the Army into the information 
age will require fielding systems beyond the capabil- 
ities of traditional information management systems. 
Just having access to vast amounts of information will 
result in a small payoff. Military users need software 
systems that will assist in distancing them from the 
details, thus allowing them to capture the higher-level 
knowledge they need in the decision process. The 
technology used in developing these systems must be 
compatible with the environment in which it is de- 
signed to operate. Many obstacles face developers 
in this environment, especially in dealing with the 
uncertainties that must be considered during plan- 
ning operations. Design considerations must center 
on the cost/benefit ratio of such systems. More com- 
plex models typically require a finer description of 
the state space for prediction. In the context of mili- 
tary applications, time is truly an asset that must be 
used wisely. Performing an in-depth analysis of a sit- 
uation requires an abundant amount of information 
and substantial processing time. 

VIII. F~UTURE WORK 

There are a number of areas in which this system 
could be extended and improved. First, a more rig- 
orous and structured verification and validation pro- 
cedure should be implemented. Specifically, the val- 
idation should involve multiple domain experts and, 
if possible, the actual terrain on which the target lo- 
cations are placed should be evaluated to determine 
the utility of the assessments produced by the system. 
Secondly, the system could be extended by incorpo- 
rating additional terrain feature data (i.e, built-up 
areas, transportation, and mobility potential) in the 
assessment of the terrain surrounding a given recon- 
naissance location. Taking into account additional 
factors is certain to improve the quality of the results 
produced by this system. 

The system could also be extended to perform ad- 
ditional intelligence ana.lyses and planning tasks. For 
example, the risk assessment module could be used 
in conjunction with additional user inputs to provide 
an assessment of the suitability of projected move- 
ment routes. Integration of additional capabilities 
will increase the system’s utility, and make it a poten- 
tially valuable component of future military planning 
and C2 systems in both simulated and actual envi- 
ronments. 
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