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1. Introduction

We will refer to the Knapsack Problem with Setup as KPS. It is described as a knapsack problem with additional fixed setup costs discounted both in the objective function and in the constraints. This problem is particularly prevalent in production planning applications where resources need to be set up before a production run.

Our interest in this model was originally motivated by practical problems at a production project with a leading manufacturer and supplier of agro-alimentary glass packing industry. This company produces several types of products, including bottles, flacons, and pots. The most important phase in the manufacturing process, is the phase of shaping. In fact, to change the production from one product family to another, the production machinery must be set up and molds must be changed in the molding machine. These changes in the manufacturing process require significant setup time and costs. Assume at time T, the company receive some orders (jobs), which belong to N product families. Each product family i, has n_i jobs. Also assume that these jobs should be produced in the next planning period and the company’s manufacturing capacity is fixed and can’t be changed in the short term. Accordingly, the company needs to decide on how to choose orders so as to maximize the total profit. This represents a typical case involving a knapsack problem with setup model that can be used to solve this problem.

The knapsack problem with setup is defined by a knapsack capacity b \in \mathbb{N} and a set of N classes of items. Each class i \in \{1, \ldots, N\} consists of n_i items and is characterized by a negative integer f_i and a non-negative integer d_i representing its setup cost and setup capacity consumption, respectively. Each item j \in \{1, \ldots, n_i\} of a class i is labeled by a profit c_{ij} \in \mathbb{N} and a capacity consumption a_{ij} \in \mathbb{N}. The objective is to maximize the total profit of the selected items minus the fixed costs incurred for setting-up the selected classes.

The KPS can be formulated by a 0 – 1 linear program as follows:

\text{Max } z = \sum_{i=1}^{N} \sum_{j=1}^{n_i} c_{ij} x_{ij} + \sum_{i=1}^{N} f_i y_i

s.t. \sum_{i=1}^{N} \sum_{j=1}^{n_i} a_{ij} x_{ij} + \sum_{i=1}^{N} d_i y_i \leq b

x_{ij} \leq y_i \quad \forall i \in \{1, \ldots, N\}, \forall j \in \{1, \ldots, n_i\}

x_{ij}, y_i \in \{0, 1\} \quad \forall i \in \{1, \ldots, N\}, \forall j \in \{1, \ldots, n_i\}
Eq. (1) represents the KPS objective function. Constraint (2) ensures that the weight of selected items in the knapsack, including their setup capacity consumption, does not exceed knapsack capacity $b$. Constraints (3) guarantee that each item is selected only if it belongs to a class that has been set up. Constraints (4) require the decision variables to be binary, where $x_i$ refers to the item variables and $y_i$ to the setup variables. In fact, $y_i$ is equal to 1 if the knapsack is set up to accept items belonging to class $i$ and is equal to 0 otherwise. $x_i$ is equal to 1 if the item $j$ of the class $i$ is placed in the knapsack and is equal to 0 otherwise.

The KPS is a generalization of the standard 0–1 Knapsack Problem (KP), which is known to be an NP-hard problem (Kong, Gao, Ouyang, & Li, 2015; Martello & Toth, 1990). In fact, it is not difficult to verify that a special case of the KPS, where $N = 1$, is equivalent to the KP. The works of Martello and Toth (1990) and Kellerer, Pferschy, and Pisinger (2004) provide a thorough overview of the research so far performed on the KP and its variations which reflect its ability to closely represent and respond to real world problems. Chajakis and Guignard (1994) consider a similar problem of KPS, where the setup cost $f_i$ and profit $c_i$ of an item $j$ of a class $i$ can be negative or non-negative. An extra constraint is added to make sure that if the knapsack is set up for a class $i$, at least one item of this class must be selected. Chajakis and Guignard (1994) propose a dynamic programming algorithm and two versions of a two-phase enumerative scheme. The experiments show that the dynamic programming approach is most efficient for correlated phase enumerative scheme. The experiments show that the dynamic programming approach is most efficient for correlated
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In this paper, we present a tree search based combination (TSC) heuristic to solve the KPS. The results from experimental assays on a randomly generated set of benchmark problems demonstrate the effectiveness of our approach. The rest of this paper is organized as follows: Section 2 presents the proposed algorithm. Section 3 evaluates the efficiency of the TSC algorithm using a set of randomly generated instances and compares its performance to CPLEX 12.5. Section 4 concludes by providing a summary and perspectives for future research.

2. Tree search based combination for the KPS

In this section, we start by presenting some preliminary considerations in the knapsack problem with setup that are relevant to the design of the proposed algorithm. We then move to describe the general TSC procedure.

2.1. Preliminary considerations

As mentioned earlier, the knapsack problem is a special case of the KPS (where $n = 1$). The special structure of KPS allows us to fix the setup variables ($y_i = 0$ or $y_i = 1$) needed to transform the KPS into a KP. Let’s consider a set of item classes $Y = \{i \in \{1, \ldots, N\} / y_i = 1\}$, where the knapsack is set up to accept items belonging to each class in $Y$. We define the KPS[$Y$] problem as a sub-problem of KPS. KPS[$Y$] is a knapsack problem with a capacity $b - \sigma$ and an objective function minimized by a negative integer setup cost $\delta$. Then, the KPS[$Y$] can be formulated by a KP 0–1 linear program as follows:

$$\text{Max } z = \sum_{i \in Y} \sum_{j=1}^{n_i} c_{ij} x_{ij} + \delta$$

subject to:

$$\sum_{i \in Y} \sum_{j=1}^{n_i} a_{ij} y_i b - \sigma$$

$$x_{ij} \in \{0, 1\} \quad \forall i \in Y, \quad \forall j \in \{1, \ldots, n_i\}$$

where

$$\delta = \sum_{i \in Y} f_i \quad \text{and} \quad \sigma = \sum_{i \in Y} d_i$$

With these considerations in mind, we only fix the setup variables $y_i$ to 1 or to 0 and employ CPLEX to determine the best values for $x_i$, which yields a feasible solution to the KPS. Thus, our neighborhood strategy focuses on finding the optimal combination of the setup variables $Y$.

A KPS solution can be represented by two sets: a set of item variables $X = \{x_{ij} \mid i \in \{1, \ldots, N\}, j = 1, \ldots, n_i\}$ and a set of selected setup variables $Y = \{i \in \{1, \ldots, N\} / y_i = 1\}$. Consider an example of KPS instance defined by:

$$N = 3, b = 90, \{n_i, i = 1, \ldots, 3\} = \{4, 3, 3\},$$

$$\{f_i, i = 1, \ldots, 3\} = [-10, -13, -8], \{d_i, i = 1, \ldots, 3\} = [6, 5, 7],$$

$$\{c_{ij}, i = 1, \ldots, 3; j = 1, \ldots, n_i\} = \begin{bmatrix} 20 & 24 & 19 & 23 \\ 26 & 22 & 26 \\ 25 & 24 & 29 \end{bmatrix}$$

and

$$\{a_{ij}, i = 1, \ldots, 3; j = 1, \ldots, n_i\} = \begin{bmatrix} 15 & 19 & 14 & 18 \\ 17 & 17 & 21 \\ 20 & 19 & 24 \end{bmatrix}.$$

The optimal solution of this example is $X^* = \begin{bmatrix} \text{class1} & \text{class2} & \text{class3} \end{bmatrix}$, with an objective value $z* = 81$. It can be noted that the knapsack is set up to accept only items from class 2 and 3. Thus, all item variables belonging to class 1 are equal to 0. To obtain the set $X^*$, we just use CPLEX to optimally solve KPS[$Y$], which is, in this example, a knapsack problem with just 6 items (items belonging to class 2 and 3), with a capacity $br = b - \sigma = 90 - 5 - 7 = 78$ and an initial value $z = \delta = -13 - 8 = -21$. In the rest of this paper, we consider only the set $Y$ to represent a KPS solution.

2.2. The TSC approach

The TSC approach is closely similar to the Filter-and-Fan (F&F) method which was initially proposed in Glover (1998) as a method for refining solutions obtained by scatter search. The F&F approach consists in the integration of the filtration and sequential disper-
section of candidate list strategies used in the tabu search metaheuristic (Glover & Laguna, 1999). The method combines a local search strategy that identifies a local optimum with a F&F procedure that explores larger neighborhoods to overcome local optimality. Once a new best solution is found in the F&F process, the method switches to the local search phase to identify a local optimum that will be taken as a new root node to the F&F tree for another run of the F&F approach.

The F&F method was further extended in Rego and Glover (2002) as an alternative to ejection chain procedures and as a means for creating combined neighborhood search strategies. This method has been successfully used to solve several problems, such as the facility location (Greisterer & Rego, 2006), protein folding (Rego, Li, & Glover, 2011), job shop scheduling (Rego & Duarte, 2009), and capacitated minimum spanning tree (Rego & Mathew, 2011) problems. This method has also been recently (Khemakhem, Haddar, Chebil, & Hanaï, 2012) reported to be highly effective F&F for the 0–1 multidimensional knapsack problem.

Like the F&F model, the TSC model can be illustrated by means of a neighborhood tree where branches represent sub-moves and nodes identify the solutions produced by these moves. Fig. 1 represents an illustration of the general process of the TSC algorithm. The TSC method operates by progressively extending the tree level by level while keeping only a subset of potentially $\eta_1$ good nodes (black nodes) as candidates for further exploration. The TSC algorithm starts with an empty solution $S_0$, and then proceeds by choosing the best $\eta_1$ neighbor solutions to $S_0$ to be members of the first level of the tree. Let a level index $k$ and $L(k)$ be the set of $\eta_1$ best solutions at level $k$. To create the next level $k + 1$ of the tree, the TSC method selects a subset of $\eta_2$ best neighbor solutions for each solution of $L(k)$ to generate $\eta_1 = \eta_1 \times \eta_2$ trial solutions for level $k + 1$ (as a result of applying $\eta_1$ moves to each of the $\eta_1$ solutions at level $k$). Fig. 1 shows that at level 2 only two nodes $S_0, S_1$, and $S_2$ were selected as candidates to create level 3. In fact, these nodes represent the $\eta_1$ best solutions at level 2. The method stops branching as soon as the maximum number of level $L_{\text{max}}$ is reached.

Algorithm 1 describes the TSC procedure. It starts by computing the maximum number of the tree levels $L_{\text{max}}$, which is determined by solving the linear relaxation of the KPS model noted LKPS. In fact, after several test runs with different values of $L_{\text{max}}$, we define a vector $T$ of visited solutions at each level of the tree. According to Fig. 2 and at the end of level 2 generation, we obtain a tabu list $T = \{(1,0,1,0), (1,1,0,0), (0,0,1,1), (0,1,0,1), (1,0,0,1)\}$. The storage of binary solutions requires large memory space. In order to reduce the storage requirement, we adopt a new space reduction technique consisting of converting a solution to an integer index. In fact, given a solution $S = (0,1,0,1,1) = (2,4,5)$. S represents a solution of a KPS instance with $N = 5$ classes (where classes are indexed from 1 to 5). We can consider $S$ as a $< k\text{-combinations} >$ of $N$ classes. Combinations can refer to the combination of $N$ things taken $k$ at a time. The number of $< k\text{-combinations} >$ of $N$ classes is equal to the binomial coefficient $\binom{N}{k} = \frac{N!}{k!(N-k)!}$ (see Algorithm 2).

All $< k\text{-combinations} >$ of $N$ classes can be put in bijection with the natural numbers from 0 to $\binom{N}{k} - 1$. Algorithm 3 provides the index of a given solution $S$ and, in turn, Algorithm 4 provides the combination that corresponds to an index (for a given $N$ and $k$). The main purpose of this conversion is to provide a representation, each by a single number, of all $< k\text{-combinations} >$ of $N$ classes. In order to ensure that, we need to impose some order on the set of all $< k\text{-combinations} >$ of $N$ classes using a lexicographic ordering of the decreasing sequence of elements figuring in each combination. Table 1 represents an example of lexicographical ordering of all $< k\text{-combinations} >$ list of 5 classes. We
note that the order is lexicographical on the characteristic vector
and not on the corresponding binary solution.

Using this technique allows us to significantly reduce the stor-
age requirement. In fact, in the previous example, the tabu list $T$
represents a list of $\binom{2}{\cdot}\text{combinations}$ of 5 classes generated at
level 2. It can be represented using only the combination index of each solution, $T = \{8,9,7,4,5,6\}$.

We can also extend this technique to reduce the storage require-
ment of the TSC tree. Fig. 3 presents an equivalent representation of
the TSC tree presented in Fig. 2 using the combination index.

**Algorithm 2. Binomial**

```
Data: $N, k$
Result: $b$
if $(N \leq 0 \mid k \leq 0)$ then
    $b \leftarrow 0$;
else
    $b \leftarrow 1$;
    for $i \leftarrow 0$ to $k - 1$ do
        $b \leftarrow b \times (N - i)$;
        $b \leftarrow b \div (i + 1)$;
    end
end
```

**Algorithm 3. SolutionToIndex**

```
Data: $N, S$
Result: $index$
k $\leftarrow 0$;
index $\leftarrow 0$;
for $x \leftarrow 1$ to $N$ do
    if $(x \in S)$ then
        $k \leftarrow k + 1$;
    else
        index $\leftarrow index + \text{Binomial}(x - 1, k - 1)$;
    end
end
```

**Algorithm 4. IndexToSolution**

```
Data: $N, k, index$
Result: $S$
if $(\text{index} < 0 \mid N \leq 0 \mid k \leq 0)$ then
    break;
end
$b \leftarrow \text{Binomial}(N - 1, k - 1)$;
if $(\text{index} < b)$ then
    $\text{IndexToSolution}(N - 1, k - 1, index)$;
    ADD $N$ to $S$;
else
    $\text{IndexToSolution}(N - 1, k, \text{index} - b)$;
end
```
3. Experimental results

The TSC algorithm was coded in C language and tested on a 2.1 GHZ Intel Core™i3. Due to the unavailability of benchmark instances in the literature, the performance of our algorithm was evaluated on a randomly generated list of benchmark instances that resembles the ones presented by Chajakis and Guignard (1994) and Yang (2006), with a total number of items $n_{tot} \in \{500, 1000, 2500, 5000, 10000\}$ and $N \in \{5, 10, 20, 30\}$ (available at https://goo.gl/Ge91cF). Setup cost and capacity consumption are given by:

\[ f_i = -e_1 \left( \sum_{j=1}^{i} c_{ij} \right) \]  
(8)

\[ d_i = -e_1 \left( \sum_{j=1}^{i} a_{ij} \right) \]  
(9)

where $e_1$ is uniform from [0.15, 0.25].

We choose $a_{ij}$ uniformly from [10, 100] and $c_{ij} = a_{ij} + 10$ (a and c are strongly correlated). In order to make hard instances, we choose $b = 0.5 + \sum_{i=1}^{N} \frac{n_i}{N} a_{ij}$, the cardinality of each class $n_i$, for $i = 1, \ldots, N$, is in $[N - \frac{N}{k}, k]$, with $k = \frac{n_{tot}}{N}$.

After some preliminary test runs to balance the running time and quality of the results, we decided in favor of the following fixed set of TSC parameters: we selected $\eta_1 = \eta_2 = 5$ and fixed the CPLEX time limit to 2 s when solving each generated knapsack problem. Fig. 4 shows the results obtained for 20 subsets of test instances according with respect to the average percentage deviation from solutions obtained by TSC method with $\eta_1 = \eta_2 = 5$ (see Fig. 4 (a)) and the corresponding CPU deviation time in second (see Fig. 4 (b)). Each entry in the x axis represents a set of 10 problems.

![Fig. 3. Representing the TSC tree in Fig. 2 using combination index.](image)

![Fig. 4. Effect of TSC structural parameters.](image)
with a total number of items $n_{\text{tot}} \in \{500, 1000, 2500, 5000, 10000\}$ and $N \in \{5, 10, 20, 30\}$.

As expected, TSC method performance is consistently improved as $g_1$ and $g_2$ increases. Furthermore, by considering the computational effort, the payoff seems to be rather poor at the cost of the expense in computational time. To that end, a TSC parameters with $g_1 = g_2 = 5$ seems to provide a good compromise.

In Table 2, we report the results obtained by the TSC method as compared to the upper bound provided by CPLEX 12.5 when solving KPS. Each row summarizes 10 instances. The first two columns present the total number of items $n_{\text{tot}} = \sum_i N_i$ and the number of classes $N$. The next three columns provide the corresponding sum of values provided by the TSC algorithm ($TSC_{\text{obj}}$), the sum of values provided by CPLEX ($CPLEX_{\text{obj}}$), and the sum of the upper bounds provided by CPLEX ($CPLEX_{\text{ub}}$) which corresponds to the best known bound of all the remaining open nodes in the branch-and-cut tree. The next columns present the total running time of the TSC approach ($TSC_{\text{cpu}}$) and the total running time of CPLEX ($CPLEX_{\text{cpu}}$). Processing times (CPUs) are reported in seconds.

We note that CPLEX finds an optimal solution for 79 out of 200 problems. For the rest, CPLEX terminates with an error message (exceeds the capacity of RAM memory or exceeds the limit of CPU time). The values provided by CPLEX for those problems correspond to the values of the best feasible solutions found with a CPU time limit of 3600 s. Furthermore, the TSC algorithm provides a solution equal to CPLEX for 79 problems and provides a new best known value for 15 problems. The results presented in Table 2 show that the proposed method is highly effective for providing solutions that are on average at about 0.086%, 0.232%, 0.413%, 0.259% and 0.273% with respect to the upper bound provided by CPLEX for instances with 500, 1000, 2500, 5000 and 10000 variables. It is also noted that instances with larger $N$ are more difficult to solve and that the running time of the TSC approach increases with the increase of $N$. In order to properly evaluate the impact of the new technique of avoid duplication on the performance of our approach in terms of computation time and quality of solutions, the results obtained by the TSC method were compared to the ones achieved by another version of the TSC method with duplication $TSC_{\text{dup}}$; the results are presented in Figs. 5 and 6. Fig. 5 (resp. Fig. 6) shows five problem classes with $n_{\text{tot}} = \{500, 1000, 2500, 5000, 10000\}$, respectively, and for each problem class, the x axis represents the set of 40 problems while the y axis represents the sum of objective values (resp. the sum of CPU time) for the set of 40 problems. The results clearly demonstrate the impact of avoiding duplication on solution quality and computation time. Compared to the results obtained with the TSC method, the ones achieved with the $TSC_{\text{dup}}$ method show that the objective value has decreased in 40 instances and increased in 8 instances and that the CPU time has increased in all instances. A complete and detailed version of the results is available at https://goo.gl/SjW1gy.

### 4. Conclusion

In this paper, we proposed a tree search based combination (TSC) heuristic for the knapsack problem with setup. The TSC is an iterative local search method that explores the solution space...
by generating compound moves in a tree search fashion. An important aspect of carrying out the TSC processes is to avoid re-constructing already generated solutions. In order to avoid duplication, we adopt a new technique that makes a bijection between a KPS solution and an integer index. This technique proved efficient particularly in terms of solution quality and computation time. The method was tested on a large set of randomly generated problems. The results showed that CPLEX was able to optimally solve only 39.5% of these problems; the rest had unknown optimal values. The experimental results showed that TSC produced good quality (optimal and near-optimal solutions) solutions in a short amount of time and allowed for the enhancement of the solution provided by CPLEX in 15 instances. Considering the promising performance of the TSC method presented in this work, further studies, some of which are currently underway in our laboratory, are needed to further extend the use of the space reduction technique to other general and critical problems.

References