1. Introduction

Real-time systems have been extensively used in many human applications like sensor networks, satellites, unmanned vehicles, and personal mobile equipment [1]. Time constraints, energy efficiency, and throughput are emerged as important criteria in the design process of such systems [1,2].

Multicore architectures, which integrate several processing units (known as cores) into a single chip, play an important role in the development of real-time systems [1,2]. The reason is that multicore architectures present several advantages compared to single core architectures such as: (1) higher throughput with the same clock frequency [1], (2) linearity of power consumption over the throughput for multicore architectures [1], (3) efficient utilization of processor cores [3], and (4) high performance per cost [4]. ARM MPCore [5] and IBM Cell [6] are two examples of synthesizable multicore processors employed in the real-time embedded applications [7].

Multicore processors can be classified as homogenous or heterogeneous [2,8]. The former is composed of several processing cores, which are similar regarding their internal architecture. The latter is composed of processing cores with different internal architectures. As stated in [8], most of the existing multicore processors are homogeneous. If multicore technology continues growing, the capability of utilizing intra-task parallelism and performing computation-intensive real-time tasks will also be increased [2].

The main concern of multicore processors is how to manage tasks in order to utilize the processing cores effectively [9]. The main role of schedulers in an operating system is to keep all processing cores busy during execution of real-time tasks to improve total execution time. This will be complex if executing tasks are logically correlated to each other, and they need to use shared resources. To avoid any contentions in the shared resources, schedulers should be aware of multicore architectures, shared resources topology, resource requirements of tasks, and inter-relationships between the tasks [10].

Due to lowering voltages [11], high-energy particle strikes [12], voltage fluctuations [11], shrinking technology features such as increasing the die size [11], transistor density growth [13], and increasing number of core instances [13], multicore architectures are vulnerable to single/multiple transient faults. To use these architectures in safety-critical applications, correct functionality and meeting the timing constrains are essential even in the presence of faults. Therefore, improving the fault-tolerant property of these systems is critical. However, it is important to consider timing constraints of the tasks when we use fault-tolerance mechanisms. This means that we should apply error detection and recovery mechanism in a manner of no task deadlines are missed [12].
An efficient method to improve fault tolerance in any system is to employ redundancy [14,15]. Redundancies exploited in the real-time systems can be classified into two categories [14,16]: (1) hardware-based redundancy and (2) time-based redundancy. Hardware-based redundancy methods such as task replication [11], stand-by-sparing [17] (hot-, warm- and cold ones), DMR (Dual Modular Redundancy) [16], and TMR (Triple Modular Redundancy) [16] attempt to tolerate transient faults in the real-time systems by copy-executions of each original task on another separated hardware. Although these methods are effective to tackle spatial multiple faults which are not correlated in two distinct processing units, they impose significant overheads in terms of hardware cost and power consumption.

Time-based redundancy methods such as check pointing with rollback recovery [18] and re-execution [15] try to cope with transient faults by serial copy-executions in the same hardware of original task. Therefore, these methods do not impose any hardware cost overhead and they are cost-effective compared to the hardware-based redundancy. However, due to extra executions on the same hardware, these methods are not effective to tolerate permanent faults or even transient faults whose durations are very long. Moreover, serial executions may cause the system fail to meet timing constraints.

Based on the previously mentioned discussion, it is necessary to have a method to tolerate multiple transient/permanent faults with low overhead in terms of hardware cost, power consumption and total execution time. Several research works optimize hardware cost, power consumption and time overhead: (1) some of related works optimize number of checkpoints, e.g., [14] and (2) some of them tune time intervals between checkpoints, e.g., [18]. Although these researches focus on reducing the execution time overhead, they are not successful in all cases since decision methods are made statically and it is not feasible to find a schedule due to time redundancy overhead, (3) decreasing hardware cost and power consumption in the hardware-based methods are addressed in [1,17]. Several methods benefit from low-power techniques like DPM (Dynamic Power Management), DVS (Dynamic Voltage Scaling) [14,17]; however, utilizing DPM and DVS decreases reliability of the systems [17].

In this paper, a dynamic method is proposed to schedule real-time tasks in multicore processors. We proposed a parameter namely “task criticality” which is based on two other parameters: (1) “utilization” and (2) time of resource allocation to the tasks. These two parameters play key roles in the proposed method since there are many cases where two previous methods provide worse feasibility rate compared to the proposed method. Here, the main contributions are summarized as follows:

- Tolerating both single and multiple transient faults, which may occur temporally or spatially.
- Enhancing scheduling feasibility compared to conventional methods.
- Decreasing the total task execution time, and therefore, reducing the time overhead of the proposed method over conventional methods.
- Utilizing hardware resources efficiently so that both hardware constraint and timing constraint will be met.

The proposed method tries to optimize the utilization of hardware-based redundancy and time-based redundancy in the multicore processors. The method assigns a criticality property to each task, and decides which fault-tolerant method will be a good candidate to tolerate maximum number of expected faults. In this paper, task replication and checkpointing with rollback recovery are utilized as hardware- and time-based redundancies, respectively.

Two main reasons for selection of task replication are as follows: (1) it is fault-tolerant like other hardware-based redundancy methods and (2) task replication does not require any comparator hardware, which is highlighted in other hardware-based redundancy methods [16]. Since no comparator hardware is used in multicore processors, task replication plays a key role in their architecture. The main reason to select checkpointing with rollback recovery is that checkpointing methods increases the probability of a task to be completed on time [18].

In order to evaluate the proposed method, many task sets are generated, scheduled, and mapped on a model of one quad-core processor. The experimental results show that, the scheduling feasibility rate of the proposed algorithm is higher than other fault-tolerant scheduling methods, i.e. replication and checkpointing with rollback recovery. Moreover, total execution time overhead of the proposed method is lower than the ones in replication and checkpointing with rollback recovery.

The rest of this paper is organized as follows. Section 2 describes the application model, hardware model, and fault model which are being used in this paper. In Section 3, a comparison between static and dynamic scheduling algorithms is carried out. Section 4 provides a brief description of fault-tolerance policies that we used in the paper. More details about the proposed method are presented in Section 5. The experimental results are described in Section 6, and finally, Section 7 concludes the paper.

2. System model

Suppose a set \( I = \{ \tau_1, \tau_2, \ldots, \tau_n \} \) consists of \( n \) sporadic and non-preemptive independent real-time tasks. Non-preemptive tasks cannot be interrupted during their execution by other tasks; therefore, they will be executed until completion [19]. In order to handle system interrupts two schemes can be adopted: (1) based on previous related works like [20], handling system interrupts can be seen as a real-time task with a very early deadline in the system, so based on EDF scheduling, it will be scheduled as the highest priority task in our ready-list. However, it will not preempt other tasks executing in the system. (2) System interrupts are considered as preemptive tasks. In this scheme, the effects of interrupts can be modeled in our proposed method as a task which impose hardware and time overheads to the systems tasks and cores, and therefore, can be considered in the proposed scheduling method. Each task \( \tau_i \) is modeled by a tuple \((C_i, T_i, D_i) \) where \( C_i \) is the worst-case execution time of the task in a fault-free condition, \( T_i \) is the minimum inter-arrival time or period of the task, and \( D_i \) is the relative deadline of the task. Relative deadline is defined as the deadline time relative to the release time. Moreover, it is assumed that tasks have implicit deadlines, i.e., \( T_i = D_i \) (all task deadlines are equal to their periods [19]). In the sporadic task model, each job of a task may arrive at any time instance once a minimum inter-arrival time has elapsed since the arrival of the previous job of the same task [19]. The release time (when \( \tau_i \) enters the ready list) is denoted by \( R_i \). The absolute deadline, \( AD_i \) of each task is also defined as the sum of \( R_i \) and \( D_i \). Another parameter used in this paper is task utilization, \( U_i (0 \leq U_i \leq 1) \) which is defined as the division of worst-case execution time by relative deadline,

\[
U_i = \frac{C_i}{D_i} \tag{1}
\]

Total utilization of an application denoted by \( U \) can be extracted by the summation of all task utilizations of the application,

\[
U = \sum_{i=1}^{n} U_i \tag{2}
\]
where \( n \) is the number of tasks in the application. When \( U_i \) is close to "1", the scheduler will not be capable of postponing the task execution, so that the task would be critical. According to this statement, we classify arriving tasks into two categories: (1) critical tasks and (2) noncritical tasks. Furthermore, in the presence of faults, time-consuming fault-tolerant methods such as checkpointing with rollback recovery will not be suitable for critical tasks. To decide on whether the task is critical or not, a threshold \( \theta \) is used as follows:

\[
\text{Class}(t_i) = \begin{cases} \text{Noncritical} & U_i < \theta \\ \text{Critical} & U_i \geq \theta \end{cases}
\]

where \( 0 \leq \theta \leq 1 \). The criticality threshold will be computed for each job of task entering to the ready list of scheduler as soon as idle resources are available. Section 5 describes how to compute this threshold.

2.1. Hardware model

In this paper, multicore platforms are considered as a set of \( M \) identical and homogeneous processing cores, \( P = \{P_1, P_2, \ldots, P_M\} \). Every task can be executed on each core of the processor. In multicore architectures, parallel tasks in an application can potentially be executed simultaneously. However, the number of such tasks may exceed the number of available processing cores. Therefore, task scheduling and core mapping is required to assign the parallel tasks to the available cores. It is assumed that an external scheduler globally monitors the released tasks in the system as well as the idle time of each processing core. The scheduler also decides on other factors, such as fault-tolerant policy assignment, fault-tolerant scheduling for the tasks in the ready list and mapping the tasks on the available processing cores.

2.2. Fault model

As most of failures in digital systems are due to transient faults [21], single and multiple transient faults are addressed in this paper. According to the numerous research works [14,21], Poisson distribution function can be a good estimation of fault occurrence in the time domain in hardware systems. The fault-arrival rate (\( \lambda \)) can be determined as a factor depending on environmental- and operating conditions. In harsh environments, \( \lambda \) (fault arrival rate) is in the range of \( 10^{-2} \) to \( 10^{2} \) per hour for old technologies [14]. For new technologies, due to low voltages, shrinking technology features such as increasing die size, transistor density growth, and increasing number of core instances, fault arrival rate will be higher [13]. For a given fault arrival rate, \( \lambda \) and a task execution interval, \( t \) the average number of expected faults is \( \lambda t \) [14]. This paper uses the \( k \)-fault-tolerant model [18], which determines the maximum number of \( k \) faults to be tolerated for each task. Authors in [14] show that the value of \( k \) should be taken as a small multiple of \( \lambda t \), e.g., \( 2/3 \lambda t \) or \( 3\lambda t \).

Similar to the previous works in the fault-tolerant real-time systems, it is assumed that a given transient fault affects only the task running on a specific core rather than the other cores [11,12] as transient faults are momentary, and the result of a task cannot be committed and propagated to other tasks unless it passes sanity checks and consistency checks [12]. Faults occur during task execution, checkpointing and fault-recovery states. As processing cores are homogeneous, fault distribution and fault arrival rate for each core are assumed to be the same for all cores.

2.3. Fault detection

Fault detection plays a key role in designing fault-tolerant systems. There are several methods for fault detection, presented at different abstraction levels. These methods can be classified in hardware and software parts of a system [22], some of which are employed in embedded systems, such as: (1) sanity and consistency check to verify the correctness of results at user level [12], (2) memory range violation and illegal opcode detection at OS level, (3) control-flow error detection, (4) CRC codes, (5) acceptance tests at software-level, and (6) hardware duplication with comparison at hardware-level [16]. It is worth mentioning that each of these methods is proposed to detect some special types of faults, hence a perfect method which is capable of detecting any arbitrary types of faults has not been presented [22].

In this paper, it is assumed that faults are detected at the end of each task or at checkpoint times using sanity and consistency checks [12]. In addition, other available hardware-based fault detection methods like division by zero, illegal opcode and traps are useful to find errors happened in program execution. However, any extra hardware dedicated for the proposed method is not suggested in this paper. Moreover, fault detection latency is assumed to be close to zero, while detection overhead is considered based on a fraction of worst-case execution time for each task [15].

3. Task scheduling in multicore processors

The problem of scheduling real-time tasks in a multicore processor is a NP-hard problem, so a number of heuristic solutions have been proposed to overcome its complication [1,2,19]. These solutions are mainly divided into two major categories: (1) the first approach called partitioned scheduling algorithms where all executions of a particular task take place in the same processor. (2) In the other approaches called “global scheduling algorithms”, tasks are allowed to be executed on different processors [1].

In this paper, granularity of program code is assumed to “task”. In other words, different tasks of the same program are modeled as two independent tasks. Besides, scheduler and task manager are two sub-modules in an OS (Operating System). It means that when a scheduler schedules tasks, task manager will run tasks based on the provided scheduling. All required operations in task manager will be done by kernel-level instructions [23,27,15]. Therefore, these actions are transparent from user or program code and no modifications are needed in the program code. So, it is not concerned in the proposed scheduling method.

3.1. Dynamic scheduling in the proposed method

Static scheduling methods can pre-compute an optimal schedule for an application providing that certain information is accessible during design-time [23]. This information includes execution time and memory referencing behavior of tasks.

Dynamic scheduling does not require the mentioned information during design-time, but instead it handles tasks at run-time. These methods put all tasks in a ready list, which is a shared queue, and schedule the highest priority task on any available processor [24]. As we study sporadic tasks with non-specific release time, using dynamic scheduling methods is inevitable [25].

3.2. Non-preemptive EDF scheduling

There are several dynamic priority scheduling algorithms [19] such as Earliest-Deadline-First (EDF), Least-Laxity (LL), Least- Slack-Time-First (LST), and Minimum-Laxity-First (MLF), where in each one tasks are prioritized and scheduled according to spe-
cific properties. However, it can be proven that EDF is an optimal algorithm for single-processor systems with a set of preemptive independent tasks [24]. EDF scheduling assigns higher execution priorities to the tasks with earlier absolute deadlines. The optimality of EDF breaks down on multiprocessor systems [26], especially when the tasks are non-preemptive. There is no online scheduling algorithm for sporadic tasks where the tasks have no common deadline [24].

In [27], it is shown that there might be task sets with the total utilization slightly greater than (and arbitrarily close to) “1”, that cannot be scheduled for M processing cores. It can be shown that the sufficient, but not the necessary condition to have a feasible scheduling for a number of preemptive tasks with the total utilization, \( U \) on a set of \( M \) single-core processors is [19]:

\[
U \leq \frac{M^2}{2M - 1}
\]  

We can use this boundary for multicore processors with \( M \) cores; however, this boundary is not sufficient in the case of non-preemptive task sets. Fig. 1 shows the EDF scheduling algorithm used in this paper for non-preemptive tasks.

Whenever a task is released, it will be added to ReadyList, and its absolute deadline \( (AD) \) will be calculated. When there is only one idle core, the system checks whether the task with the earliest deadline can be scheduled on this idle core or not. If the task can be scheduled, it will be assigned to the core, and the core will be assumed busy during the execution. Otherwise, missing the task deadline means that scheduling of this application on the given architecture is not feasible. For simplification, hardware resources are reserved through the worst-case execution time of each task. For efficiency consideration, an event-driver scheduler takes care of the actual execution time of each task.

An example of a task set composed of six tasks is shown in Table 1. Fig. 2 shows the EDF scheduling of this task set on a quad-core processor. As it can be seen in this figure, after scheduling the first released task \( \tau_2 \) on \( P_1 \), \( \tau_1 \) is scheduled on \( P_2 \) and \( \tau_3 \) is scheduled on \( P_3 \). Next, the competition is between \( \tau_4 \) and \( \tau_5 \) where both are released at the same time, but the absolute deadline of \( \tau_5 \) is earlier than \( \tau_4 \), so \( \tau_5 \) is scheduled first. The other tasks will be scheduled on idle cores in the same manner.

### 4. Fault-tolerance policies in real-time systems

Hardware- and time redundancy are the most well-known fault-tolerant methods in time-constrained embedded system design [11,17]. Hardware redundancy methods such as task replication [21] and stand-by sparing [17] impose considerable cost, especially in harsh environments [11]. In the case of soft real-time systems and systems with flexible slack times, low-cost methods like re-execution [15] and recovery with checkpointing [18,21] are more appropriate to be utilized. In hard real-time systems with tight deadlines, using time redundancy methods has the risk of missing deadlines. On the other hand, checkpointing increases the probability of on-time task completion compared to re-execution methods [18]. However, checkpointing and re-execution methods increase the total execution time.

As already stated, checkpointing and replication can be done by task manager module located in operating systems using kernel-level instructions [23,27,15]. Because task manager has access to each task data workspace and is also aware of current running instruction. Therefore task manager can checkpoint the workspace. In addition, checkpointing can be done using some inserted system calls in a task by developers. In this case, developers should place some checkpoint instructions but these instructions are statically inserted and are not activate in normal execution. At runtime, task manager can activate checkpoint instructions using some provided configurations. In embedded systems, which numbers and types of tasks are so limited compared to desktop systems, this capability is feasible to implement based on some predefined instruction templates.

#### 4.1. Checkpointing optimization

There are trade-offs between applying frequent- and infrequent checkpoints for tasks in a system. Frequent checkpointing decreases re-execution time in the presence of faults, while task execution time is increased. On the other hand, infrequent checkpointing has lower time overhead in the absence of faults, whereas the amount of re-execution will be increased if a fault is detected [11].

Same as [1], let us assume that the time overheads of getting/ saving a checkpoint (\( C_r \)) and recovering from a checkpoint (\( C_r \)) are constant for each task and are proportional to the worst-case execution time of each task. As described in [18] we have
\[ Cs = \varphi \times C \]
\[ Cr = \mu \times C \]

where \( \varphi \) and \( \mu \) are constant factors. Similar to the related works in [18,21], equidistant checkpointing, which benefits from equality in checkpointing intervals throughout the execution time tasks, is used in this paper. Hence, \( A = C/m + 1 \) is the checkpoint interval for an isolated task regarding \( m \) checkpoints. We denote the \( j \)th execution part of the task \( \tau_i \) by \( \tau_{ij} \). In [14], it is shown that the optimal number of checkpoints considering \( k \) faults through the task can be given by:

\[
m = \sqrt{\frac{k \times C}{Cs} - 1} \tag{6}
\]

Considering Eq. (6), the worst-case response time of a task using checkpointing with rollback recovery (\( Cc \)) is given by:

\[
Cc = (C + m \times Cs) + k \times (Cs + Cr) + \frac{k \times C}{m + 1} \tag{7}
\]

where the term \((C + m \times Cs)\) is the execution time of \( \tau_i \) using checkpointing without any faults, and \((Cs + Cr) + C/m + 1\) is the cost of fault recovery for single fault, which is multiplied by \( k \) to recover maximum of \( k \) faults (see also [18]).

4.3. Hardware replication

Although checkpointing with rollback recovery methods have the advantage of reducing time overhead by re-executing only one part of the task in the presence of faults, they cannot utilize available spare resources (i.e. other processing cores in multicore systems) in order to reduce the schedule length. If the rate of fault occurrence on one processing core is high, a task needs more time to recover from faults, which means that the task is likely to miss its deadline. Hardware replication methods have the ability of parallel execution of the redundant copies of original tasks on the other processing cores. Hardware replication methods are generally classified into two distinct categories: (1) active replication [21] in which all the task replicas are executed simultaneously and (2) passive replication [17] in which the backup replicas are executed only if a fault occurs. In this work, a hybrid method composed of these two categories is used; the replica of a task may be executed with a delay from the execution of the primary execution. Since in the dynamic assignment of fault-tolerance policies, there may be some cases where sufficient resources are not available to schedule and map two replicas of one task in the same time. Hence, the scheduler may postpone the execution of the second replica until at least one separate processing core becomes idle.

5. Dynamic fault-tolerant scheduling

In the proposed method called dynamic fault-tolerant scheduling (DFTS), a hybrid method composed of time- and hardware-based redundancies is used; therefore, based on: (1) available hardware resources, (2) task utilization, and (3) expected number of faults for each task, the scheduler selects an appropriate fault-tolerant method.

![Fig. 3. Fault-tolerant scheduling for a set of three tasks: (a) replication-only, (b) checkpoint-only cause deadline miss where all tasks meet their deadlines in (c) by the combination of two methods.](image-url)
5.1. Policy assignment using task utilization

Task utilization is used to indicate deadline tightness of each task. When the worst-case execution time of a task is considerably greater than its relative deadline, i.e., critical task, the scheduler has no flexibility to defer the execution of the task. Furthermore, there is not enough time to re-execute the task or even rollback the task to the last saved checkpoints in the presence of faults. In this case, hardware replication is the only solution to guarantee that at least one execution unit will perform correctly.

For noncritical tasks, there is some flexibility to use time redundancy methods. Hence, checkpointing with rollback recovery method can be applied to reduce the cost of hardware replication. It is worth mentioning that the task utilization and the time at which the scheduler assigns resources to a task are the parameters that should be considered during policy assignment. There may be some cases that a task with low utilization, where there are no idle resources to be allocated for the task; therefore, the task execution should be deferred. Consequently, the role of criticality threshold will be prominent.

Note that $\theta$ is not constant and may vary from one task to another and even to another job of the same task. For example, when the first job of a task enters the ready list, the scheduler applies checkpointing to the task; however, for the second job of the task, the scheduler may use time redundancy methods and apply checkpointing with rollback recovery.

ASSUMPTIONS:
- Application $\Gamma = (t_1, t_2, ..., t_n)$
- Multicore processors with $M$ processing cores
- Maximum expected faults $k$ per task

```
ALGORITHM Dynamic_Fault_Tolerant_Scheduling
1. ReadyList = \{
2. Feasibility = TRUE
3. FOR ALL $\tau_i$, $1 \leq i \leq n$
4. IF $R_i = \text{ThisTime}$ THEN
5. $AD_i = \text{ThisTime} + C_i$
6. $U_i = C_i / D_i$
7. ReadyList = ReadyList + $\{\tau_i\}$
8. WHILE ReadyList $\neq \{
9. \text{SORT ReadyList ASCENDING BY $AD_i$}
10. $\tau_i = \text{GET TOP_OF(ReadyList)}$
11. IF EXISTS any idle core THEN
12. $R_{\alpha_i} = \text{ThisTime}$
13. $\text{Delay} = R_{\alpha_i} - R_i$
14. IF $\text{ExecutionCount} [\tau_i] = 1$ THEN /* The first execution of the task */
15. IF $(\text{ThisTime} + C_i) > AD_i$ THEN
16. Feasibility = FALSE
17. ELSE /* $U_i \geq 9^+$ */ /* Replication */
18. $\text{SCHEDULE the } \tau_i \text{ on an idle core}$
19. $\text{TAG the core as busy within } C_i$
20. ReadyList = ReadyList - $\{\tau_i\}$
21. ELSE $\text{SCHEDULE the } \tau_i \text{ on an idle core}$
22. $\text{TAG the core as busy within } C_i$
23. ReadyList = ReadyList - $\{\tau_i\}$
24. $\text{ExecutionCount} [\tau_i] ++$
25. IF EXISTS another idle core THEN
26. $\text{SCHEDULE } \tau_i \text{ on the idle core}$
27. $\text{TAG the core as busy within } C_i$
28. ELSE /* Putting its replica copy in the ReadyList */
29. ReadyList = ReadyList + $\{\tau_i\}$
30. ELSE IF $\text{ExecutionCount} [\tau_i] > 1$ THEN /* The second task execution task (replica) */
31. IF $\text{The primary copy of this task is finished as non-faulty}$ THEN /* The original copy is fault-free */
32. ReadyList = ReadyList - $\{\tau_i\}$
33. ELSE
34. IF $(\text{ThisTime} + C_i) < AD_i$ THEN /* The second copy is schedulable */
35. $\text{SCHEDULE the } \tau_i \text{ on an idle core}$
36. $\text{TAG the core as busy within } C_i$
37. ReadyList = ReadyList - $\{\tau_i\}$
38. ELSE /* Both primary and backup copy of at least one critical task are faulty */
39. Feasibility = FALSE
40. }
```

Fig. 4. Dynamic fault-tolerant scheduling algorithm (DFTS).
the scheduler replicates the task since the execution of the second job has been deferred due to the absence of idle resources. So this task becomes critical.

5.2. Motivational example

Fig. 3 shows an application consists of three tasks, which are scheduled and mapped on a dual-core processor. The checkpoint saving and recovery overhead is set to 10% of the worst-case execution time of each task, and the fault rate for each core is 0.05. Regarding these values, the optimal number of checkpoints is 1, 2 and 3 for \( t_1, t_2 \) and \( t_3 \), respectively. In this figure, the task \( t_3 \) has more utilization compared to the other two tasks. On the other hand, using EDF leads to \( t_1, t_2 \) and \( t_3 \) having the highest priority to be scheduled in the system, respectively. As depicted in Fig. 3(a and b), applying only hardware replication or checkpointing with rollback recovery policies for all tasks will cause the task \( t_3 \) miss its deadline.

Using DFTS in Fig. 3(c), the criticality threshold for \( t_1 \) and \( t_2 \) are 0.55 and 0.57 respectively. So these two tasks are not critical and checkpointing with rollback recovery can be applied. For \( t_3 \), the criticality threshold is calculated to be 0.32, which means that this task is critical; consequently, it is replicated on \( P_1 \) and \( P_2 \). In this case, all the tasks have met their deadlines and all the occurred faults have been tolerated.

5.3. Fault-tolerant scheduling based on task criticality

Fig. 4 shows the proposed algorithm for dynamic fault-tolerant scheduling. This algorithm selects a suitable fault-tolerance policy assignment for each task when there are available resources. No task will be scheduled until all other tasks with higher priorities are scheduled, and previous faults in the system are tolerated as well. The scheduler calculates criticality threshold (\( \Pi \)) for the task at top of the ReadyList as soon as there is an idle core available in the system. The time when an idle core is assigned to each task is defined as Resource Allocation time (\( R_A \)). As discussed before, the difference between the time when a task enters the ReadyList and its Resource Allocation time is a determinant factor to compute the criticality threshold of the task. We define another parameter, Delay, for each task, by:

\[
\text{Delay}_i = \text{RA}_i - \text{R}_i
\]

where Delay\(_i\) indicates the wasted time between the time when a current job of task \( i \) entered the ReadyList and the time when the scheduler assigns hardware resources to this task and applies fault-tolerance policies. Increasing Delay parameter for a task may result in a noncritical task become critical. In order to tolerate expected faults for each task, the scheduler applies checkpointing to noncritical tasks and hardware replication to critical tasks. In order to compute criticality threshold, it is important to note that the maximum response time of a task in the case of checkpointing with rollback recovery (\( C_{ci} \)) should be less than the remaining time to its deadline. So, we have

\[
C_{ci} < D_i - \text{Delay}_i
\]

Using Eq. (7), this inequality can be represented as:

\[
C_i + m \times \text{Cs} + k(C_i + Cr) + \frac{k \times C_i}{m + 1} < D_i - \text{Delay}_i
\]

By replacing the values of \( \text{Cs} \) and \( Cr \) from Eqs. (4) and (5), we have

\[
C_i + m \times C_i \times \varphi + k \times C_i(\varphi + \mu) + \frac{k \times C_i}{m + 1} < D_i - \text{Delay}_i
\]

\[
U_i \left( 1 + m \times \varphi + k(\varphi + \mu) + \frac{k}{m + 1} \right) < \left( 1 - \frac{\text{Delay}_i}{D_i} \right)
\]

and by rearranging the inequality, we have

\[
U_i < \frac{1 - \frac{\text{Delay}_i}{D_i}}{1 + m \times \varphi + k(\varphi + \mu) + \frac{k}{m + 1}} = \theta.
\]

This inequality implies that by increasing Delay\(_i\), checkpointing cost, and the expected number of faults for each task, the criticality threshold will be decreased, and therefore, the task will become critical.

If a task is noncritical, the checkpointing needs to be applied. Hence, the maximum response time of a task (\( C_{ci} \)) in the case of checkpointing with rollback recovery will be calculated and its core will be reserved during \( C_{ci} \). For the critical tasks, the scheduler checks whether at least two idle cores are available and then, schedules two copies of them. If only one idle core is available, the scheduler adds the second copy to the ReadyList and waits until a processing core becomes idle.

If the first copy of a task is critical, consequently, the replicated copy will be critical since the second copy has less or equal time than the first copy to be recovered from faults. However, in this paper, it is assumed that only two copies of a critical task will be executed. This is managed by ExecutionCount in the proposed algorithm which indicates the number of task copies scheduled in the system. The default value of this parameter is “1” for every task. For the second copy, ExecutionCount becomes “2”, and therefore, no other copies of the task will be added to the ReadyList.

The scheduling of an application on a target platform can be infeasible if one of the following three cases occurs: (1) the scheduler cannot find any idle core for the primary copy of a critical task before its deadline, (2) the primary copy is faulty and the backup copy of a critical task misses its deadline, and (3) both primary and backup copies of a critical task are faulty due to multiple fault occurrences. In these cases, the task misses the deadline, and therefore, the other upcoming tasks cannot be scheduled on the platform.

6. Experimental results

In order to evaluate the proposed method, a time-driven task scheduler simulator written in C++ has been used. The number of cores in the multicore processors, the fault-arrival rate, and the parameters of checkpoint cost and checkpoint recovery for tasks are given to the simulator as inputs. The software block diagram of the system simulator used in this paper is depicted in Fig. 5. During each round of execution, a given application as a set of non-scheduled tasks is being scheduled on a multicore processor. The simulator has the capability to schedule tasks in both Non-Fault-Tolerant (NFT) and fault-tolerant scheduling methods. Here, three fault-tolerant methods are used: (1) checkpointing with roll back recovery, (2) hardware replication, and (3) the proposed method, i.e. DFTS. The NFT is a basic application scheduling based on EDF

---

Fig. 5. The block diagram of system simulator.
(similar to the example shown in Fig. 2). NFT is utilized to find the best total execution time for a given application on the target architecture without any fault-tolerance time overhead.

From the implementation point of view, fault injection procedure is developed using “Fault Injection Module” which runs in parallel with task scheduler. According to the specified fault rate, the Fault Injection Module selects one of the processing cores randomly and generates the fault-occurrence instants with Poisson distribution for each core separately. At these times, the status of the selected core will become faulty, and therefore, the task running on the core will fail to complete its execution. “Fault Detection Module” is also needed to run in parallel with scheduler in order to detect whether the primary and backup or both are faulty. In the case of both are faulty, this module will send a failure scheduling message to the scheduler. Failure Detection Module will start at the end of each task scheduling time when a task is ready to run.

In our experiments, a set of 50 different applications, each of which consists of 10 tasks is generated. The worst-case execution times of each task are randomly generated using uniform distribution function within 10–100 ms. Other task parameters such as release time, and deadline are also randomly generated.

We are able to derive the feasibility analysis for each task set scheduled on a given architecture over the maximum execution time of the simulator results. The experiments are performed using Intel® core™ i7-2670QM processors with 4 GB of RAM.

The first evaluation of the proposed algorithm is the feasibility analysis of DFTS over well-known fault-tolerance policies such as checkpointing with rollback recovery (CH) and hardware replication (RP). Fig. 6 shows the feasibility rate of DFTS versus checkpointing and replication methods with variations of fault-arrival rates (λ). As it can be seen in this figure, the feasibility rate of DFTS is considerably higher than the other methods for different fault rates. However, by doubling the λ, the feasibility rate of all methods will be decreased. The feasibility rate of DFTS decreases from 79% to 4% within varying λ from 0.005 to 0.04. The reason is that by growing λ, the maximum expected faults (k) for each task will increase. This will result in the criticality threshold being decreased; hence, the probability of fault occurrence on replicated tasks will increase as well.

In Fig. 7, the effect of checkpointing parameters such as checkpoint saving ratio (ϕ) and checkpoint recovery ratio (μ) on the feasibility rate of DFTS over CH and RP with the constant fault rate of λ = 0.01 is shown. As depicted in this figure, doubling the checkpoint saving cost decreases the feasibility rate of DFTS from 60% to 37% for constant checkpoint recovery cost. This is due to the double effect of checkpoint saving time in the worst-case response time of task using checkpointing. In contrast, for constant checkpoint saving cost, doubling the checkpoint recovery cost does not have a significant impact on the feasibility rate.

The effect of increasing number of processing cores on the feasibility rate of DFTS compared to the other methods is also depicted in Table 2. For processors with two and four cores, 50 applications with 10 tasks are considered and for processors with 8, 12, 14, and 16 cores, 50 applications with 20 tasks are considered. The reason of having different number of tasks is when hardware resources increases, number of tasks should also be increased to get better comparison between methods. Otherwise, all methods’ feasibility rate may be close to 100% when hardware resources are so many to use. Based on achieved results, none of the three fault-tolerant methods can achieve high feasibility rate in the case of dual-core processors. Moreover, it can be seen that the effect of doubling the number of processors from 2 to 4 on feasibility rate is considerably higher than increasing from 4 to 8. For example, the feasibility rate of DFTS increases from 47% for 8-core processors to 73% for 12-core processors. It can be concluded that replication method has the worst feasibility rate compared to the others since when replicas are running, resources are busy to be used by the others. Moreover, checkpointing with rollback recovery does not have good feasibility rate since it is applied on each task regardless of other tasks that may be critical to run dynamically.

Another parameter studied in this paper in order to evaluate the performance of the proposed DFTS algorithm is time overhead imposed on the system compared to the NFT. Suppose T_{DFTS} and T_{NFT} be the maximum scheduled length (total execution) obtained by DFTS and NFT, respectively. Then, the fault tolerance overhead is defined as \( \frac{T_{DFTS}-T_{NFT}}{T_{NFT}} \times 100 \). In Table 3, the minimum, maximum and average timing overhead of DFTS and CH are depicted for different parameters which are checkpoint saving and recovery cost, and constant fault rate (λ = 0.01). The average overhead of DFTS is always lower than CH for all the variations of checkpointing parameters. This is due to the combination of checkpointing with hardware replication methods which result in decreasing the schedule length of DFTS. Similar to Fig. 7, the effect of increasing checkpoint recovery cost is more than the effect of checkpoint saving cost on the scheduling timing overhead. The minimum timing overhead of DFTS is considerably lower than CH in all conditions. However, there are special cases where 53% overhead has been imposed on the system by DFTS.

The effect of increasing fault rate on the fault-tolerant timing overhead of DFTS, CH and RP is shown in Table 4. When the fault rate is low, the minimum timing overhead of DFTS is at least 8% and the average overhead of CH is lower than DFTS. The average

![Fig. 6. Feasibility rate of DFTS compared to simple checkpointing and replication for quad-core processors regarding doubled fault arrival rates.](Image)

![Fig. 7. Feasibility rate of DFTS compared to simple checkpointing, and replication by varying the amount of checkpoint saving and recovery cost with constant fault rate (λ = 0.01).](Image)
The time overhead of DFTS increases less than CH when the fault rate increases. However, the time overhead of RP does not change for various fault rates.

7. Conclusions and future works

In this paper, a dynamic fault-tolerant scheduling algorithm called DFTS has been proposed. This algorithm uses task utilization to dynamically select the type of fault recovery method in order to tolerate the maximum number of multiple spatial and temporal faults. Each task is categorized into critical or noncritical based on the task utilization and the time at which scheduler allocates resources to the task. Noncritical tasks are scheduled on a single core, and checkpointing with rollback recovery will be applied to them. Critical tasks will be replicated on separated cores to increase the probability of on time completion of the task in the presence of faults. Experimental results on several applications running on multi-core processors show that fault-tolerant scheduling feasibility rate of DFTS is higher than conventional methods for different fault rates and checkpoint costs. Moreover, the maximum fault-tolerance overhead is lower than the checkpointing with rollback recovery method, whereas the maximum overhead of DFTS is always lower than 53% for various checkpoint parameters.

Concerning to optimality of the proposed method, it should be mentioned that the proposed method is a heuristic method utilizing EDF. Each heuristic method is not necessarily optimal. However, experimental results reveal that the proposed method has better fault-tolerance property compared to the other related works.

As a future work, a real implementation of the proposed method on a typical embedded system is offered. Authors try to use today’s embedded system platforms like ARM-based embedded boards, to show the method efficiency practically. ARM processors are so rich in terms of hardware and software-based fault detection mechanisms, so they are good candidates for implementation purposes.
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Table 2
Feasibility rate of DFTS compared to simple checkpointing and replication for different number of processing cores.

<table>
<thead>
<tr>
<th>Fault-tolerant method</th>
<th>10-Task applications</th>
<th>20-Task applications</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2 Cores</td>
<td>4 Cores</td>
</tr>
<tr>
<td>DFTS</td>
<td>5.07</td>
<td>61.24</td>
</tr>
<tr>
<td>CH</td>
<td>2.00</td>
<td>46.00</td>
</tr>
<tr>
<td>RP</td>
<td>0.44</td>
<td>7.84</td>
</tr>
</tbody>
</table>

Table 3
Timing overhead of DFTS compared to CH considering various checkpoint parameters (constant fault rate $\lambda = 0.01$).

<table>
<thead>
<tr>
<th>$\mu$</th>
<th>$\Phi$</th>
<th>Fault-tolerant method</th>
<th>Timing overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Minimum (%)</td>
</tr>
<tr>
<td>0.05</td>
<td>0.05</td>
<td>DFTS</td>
<td>22.01</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>CH</td>
<td>31.41</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>DFTS</td>
<td>27.06</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>CH</td>
<td>38.95</td>
</tr>
<tr>
<td>0.1</td>
<td>0.05</td>
<td>DFTS</td>
<td>23.46</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>CH</td>
<td>33.84</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>DFTS</td>
<td>28.32</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>CH</td>
<td>40.51</td>
</tr>
</tbody>
</table>

Table 4
Timing overhead of DFTS compared to CH and RP considering various fault rates (constant checkpointing cost $\mu = \Phi = 0.05$).

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>Fault-tolerant method</th>
<th>Timing overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Minimum (%)</td>
</tr>
<tr>
<td>0.005</td>
<td>DFTS</td>
<td>8.15</td>
</tr>
<tr>
<td></td>
<td>CH</td>
<td>8.15</td>
</tr>
<tr>
<td></td>
<td>RP</td>
<td>29.69</td>
</tr>
<tr>
<td>0.01</td>
<td>DFTS</td>
<td>22.01</td>
</tr>
<tr>
<td></td>
<td>CH</td>
<td>31.41</td>
</tr>
<tr>
<td></td>
<td>RP</td>
<td>29.69</td>
</tr>
</tbody>
</table>
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