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Abstract—Conventional real-time scheduling algorithms provide timing constraints to network applications without enhancing or optimizing the security service according to the network dynamics. In this paper, we propose a GAIA multi-agent system that combines the functionality of real-time scheduling with the confidentiality security service enhancement for packet switched networks. The real-time scheduling uses the differentiated earliest deadline first scheduler. The security service enhancement scheme adopts a resource estimation methodology. The proposed system provides the required quality-of-service for the real-time data traffic while adaptively enhancing the packet’s confidentiality security service level. The buffering systems at the edge router and the destination nodes are optimally used to protect the network from being congested by heavy traffic load.

I. INTRODUCTION

The requirement of the quality-of-service (QoS) for real-time network applications keeps increasing. QoS metrics are in various forms such as bandwidth, latency, miss ratio, mean time between failures, mean time to restore service, and any combination of these metrics. The QoS can be guaranteed by implementing appropriate real-time scheduling algorithms. In order to provide security services to their real-time data streams, most sources use existing security protocols such as the secure socket layer (SSL) protocol, the transport layer security (TLS) protocol, and the Internet protocol security (IPSec). These protocols make the packets robust against security threats especially in the local-area network, where hacking activities occur at the network edge [1], [2]. With the current security protocols, any dynamic change in the network can not affect the predetermined security level. Therefore, the network performance metrics are not taken into account and the QoS may not be guaranteed for different types of real-time data streams [3], [4]. For real-time applications, a balance is needed between security requirement and overall network performance.

In this paper, we propose a GAIA multi-agent system [5] that provides security-aware scheduling for real-time video/audio packet switched networks. A heterogeneous environment such as the real-time network can be effectively designed using a multi-agent system, where multiple entities interact with a well-defined protocol and the required timing constraints are enforced on the actions performed by the communicating entities [6]. The proposed scheme uses a real-time monitoring technique and adopts a buffer estimation method for the end nodes. It provides a real-time network congestion control while adjusting the data flows to strong confidentiality security levels. The overall network performance is preserved and the QoS can be guaranteed for real-time applications.

II. DESIGN MODEL

The network system is designed using the real-time GAIA multi-agent system model. According to the agent-oriented GAIA methodology, the system is designed based on three main phases: decomposition, modeling, and communication protocol. The system is decomposed into six interactive entities: source, destination, differentiated earliest deadline first (Diff-EDF) scheduler, buffer queue, server, and coordinator. The last four entities are implemented at the edge router. We model each entity as an active agent by specifying its main functionalities, behaviors, and interaction schemes with others. The communication protocol describes the actions to be taken by an agent, upon receiving a trigger from another communicating agent. These actions include updating internal data, changing current status, and performing a specific task. Fig. 1 shows the GAIA multi-agent system model.

Source Agent: The source agent is a real-time data packet generator. It generates one of the two types of
real-time data packets: video or audio. Each packet has a fixed size $P_s = 1.46$ KB (1500 bytes), which is the maximum size of the Ethernet packet frame. The source agent sends real-time traffic $f$ with a rate of $\lambda_f$. An exponential distribution with mean $1/\lambda_f$ is used to for the packet inter-arrival time. Another exponential distribution with mean $1/\mu_f$ is used for the packet service time, where $\mu_f$ is the service rate $\mu_f = 8B_w/P_s$, and $B_w$ is the average aggregate bandwidth needed for both types of real-time traffic (video and audio). A uniform distribution is used to generate the relative deadline $D_f$ associated with real-time traffic $f$. A QoS requirement is specified for traffic $f$ in terms of deadline miss rate $\Phi_f$.

In order to combat unauthorized access of the data packets (snooping threat) in the LAN environment, the source agent uses cryptographic security algorithms. A confidentiality security service level, ranging from 0 to 7, is applied to each real-time packet which indicates one of the eight cryptographic algorithms used by the source agent. Index 0 indicates the weakest cryptographic algorithm and index 7 indicates the strongest cryptographic algorithm. Table I shows these security algorithms, which are based on a study performed on 175 MHz processor machine [7].

In the table, $\mu_j$ is the data rate in KB/ms that can be enhanced using the $j$th cryptographic security algorithm, and $S_j$ is a number between 0.08 and 1, which indicates the efficiency of the security algorithm with respect to the strongest algorithm $S_j = 13.5/\mu_j$. The source agent interacts with the coordinator agent by sending requests to serve its real-time traffic with QoS requirements.

Coordinator Agent: The coordinator agent is a software agent. It communicates with other agents to regulate their functionalities. The coordinator does not have a global view of the entire system. However, because it locates at the edge router (the default gateway of the LAN), the coordinator is capable of interacting with the source with known IP address and the destination with known MAC address. The coordinator interacts with the scheduler, queue, and server to deliver the packets. It also monitors the system behavior and decides when and how to inform other agents to change their behaviors.

Diff-EDF Scheduler Agent: The Diff-EDF scheduler agent enforces the timing constraints on the packets to provide QoS requested by the source. The Diff-EDF is one of the real-time priority scheduling algorithms that are based on the EDF scheduling algorithm. Instead of using the relative deadline as the priority key, the Diff-EDF uses the effective deadline $D_{ef}$ as the priority key. The Diff-EDF scheduler applies a shadow function to the packet relative deadline by adding a parameter $C_f$ and generates the effective deadline. In doing so, higher priorities are assigned to video flows over audio flows, and among the video flows, higher priorities are assigned to the stream with smaller deadline miss rate $\Phi_f$.

Server Agent: The server agent is responsible of serving the real-time data packets that are chosen by the scheduler. It determines whether to serve or drop a packet based on the packet’s remaining time till expiration. If the packet is not expired, the server sends it to the specific destination according to the MAC address with an exponentially distributed service time. The server keeps track of a QoS parameter, the miss ratio, and reports it to the coordinator. The coordinator then adjusts system parameters accordingly in order to meet the QoS requirements.

Buffer Queue Agent: The buffer queue agent has two processes: the queuing (storing) process and the dequeuing (fetching) process. In the queuing process, the queue agent places the arriving packets in its buffer according to their effective deadlines. This process is in response to a request from the scheduler. In the dequeuing process, the queue agent fetches the packet that is closest to expire (with the smallest effective deadline) and sends it to the scheduler. The scheduler consequently passes the packet to the server. There is feedback from the queue agent to the coordinator, through which the queue notifies the coordinator of its buffer usage. If the buffer usage exceeds a limit, the queue agent sends a feedback to the coordinator. In response, the coordinator adjusts system parameters to avoid dropping the real-time packets.

Destination Agent: The destination agent performs a first-come first-served (FCFS) scheduling algorithm on the receiving packets from the server. It sends two parameters to the coordinator. The first is its processing rate $P_f$ of traffic flow $f$ which is sent to the coordinator at the initiation phase. The second is the size $B_f$ of its available buffers for accommodating packets of traffic flow $f$ from the server. At every time period $T$ that is specified by the coordinator, the destination agent sends $B$ to be used in the process that determines the packet’s confidentiality security service level.

### TABLE I

<table>
<thead>
<tr>
<th>Index ($j$)</th>
<th>Algorithm</th>
<th>$S_j$</th>
<th>$\mu_j$ (KB/ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>SEAL</td>
<td>0.08</td>
<td>168.75</td>
</tr>
<tr>
<td>1</td>
<td>RC4</td>
<td>0.14</td>
<td>96.43</td>
</tr>
<tr>
<td>2</td>
<td>Blowfish</td>
<td>0.36</td>
<td>37.5</td>
</tr>
<tr>
<td>3</td>
<td>Khufu/Khafre</td>
<td>0.40</td>
<td>33.75</td>
</tr>
<tr>
<td>4</td>
<td>RC5</td>
<td>0.46</td>
<td>29.35</td>
</tr>
<tr>
<td>5</td>
<td>Rijndael</td>
<td>0.64</td>
<td>21.09</td>
</tr>
<tr>
<td>6</td>
<td>DES</td>
<td>0.90</td>
<td>15</td>
</tr>
<tr>
<td>7</td>
<td>IDEA</td>
<td>1.00</td>
<td>13.5</td>
</tr>
</tbody>
</table>
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Index 0 indicates the weakest cryptographic algorithm and index 7 indicates the strongest cryptographic algorithm. Table I shows these security algorithms, which are based on a study performed on 175 MHz processor machine [7].
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Coordinator Agent: The coordinator agent is a software agent. It communicates with other agents to regulate their functionalities. The coordinator does not have a global view of the entire system. However, because it locates at the edge router (the default gateway of the LAN), the coordinator is capable of interacting with the source with known IP address and the destination with known MAC address. The coordinator interacts with the scheduler, queue, and server to deliver the packets. It also monitors the system behavior and decides when and how to inform other agents to change their behaviors.

**Algorithm**

Diff-EDF Scheduler Agent: The Diff-EDF scheduler.

**Algorithm**

agent enforces the timing constraints on the packets to provide QoS requested by the source. The Diff-EDF is one of the real-time priority scheduling algorithms that are based on the EDF scheduling algorithm. Instead of using the relative deadline as the priority key, the Diff-EDF uses the effective deadline $D_{ef}$ as the priority key. The Diff-EDF scheduler applies a shadow function to the packet relative deadline by adding a parameter $C_f$ and generates the effective deadline. In doing so, higher priorities are assigned to video flows over audio flows, and among the video flows, higher priorities are assigned to the stream with smaller deadline miss rate $\Phi_f$.

**Algorithm**

Server Agent: The server agent is responsible of serving the real-time data packets that are chosen by the scheduler. It determines whether to serve or drop a packet based on the packet’s remaining time till expiration. If the packet is not expired, the server sends it to the specific destination according to the MAC address with an exponentially distributed service time. The server keeps track of a QoS parameter, the miss ratio, and reports it to the coordinator. The coordinator then adjusts system parameters accordingly in order to meet the QoS requirements.

**Algorithm**

Buffer Queue Agent: The buffer queue agent has two processes: the queuing (storing) process and the dequeuing (fetching) process. In the queuing process, the queue agent places the arriving packets in its buffer according to their effective deadlines. This process is in response to a request from the scheduler. In the dequeuing process, the queue agent fetches the packet that is closest to expire (with the smallest effective deadline) and sends it to the scheduler. The scheduler consequently passes the packet to the server. There is feedback from the queue agent to the coordinator, through which the queue notifies the coordinator of its buffer usage. If the buffer usage exceeds a limit, the queue agent sends a feedback to the coordinator. In response, the coordinator adjusts system parameters to avoid dropping the real-time packets.

**Algorithm**

Destination Agent: The destination agent performs a first-come first-served (FCFS) scheduling algorithm on the receiving packets from the server. It sends two parameters to the coordinator. The first is its processing rate $P_f$ of traffic flow $f$ which is sent to the coordinator at the initiation phase. The second is the size $B_f$ of its available buffers for accommodating packets of traffic flow $f$ from the server. At every time period $T$ that is specified by the coordinator, the destination agent sends $B$ to be used in the process that determines the packet’s confidentiality security service level.

**Algorithm**

Due to its adaptive feature, the proposed real-time scheduling with security awareness cannot be modeled based on the conventional static queuing theory. Upon receiving a request from the source, the coordinator models
the scheduling process as a general Brownian motion with negative motion drift parameter \((-\theta)\) [8], such that

\[
\theta = -\frac{2(1-I)}{\sum_{j=1}^{N} \lambda_j (I_j^2 \sigma_1^2 + \sigma_2^2)}
\]  

(1)

where \(\sigma_1f\) is the standard deviation of the inter-arrival time for flow \(f\), \(\sigma_2f\) is the standard deviation of the service time for flow \(f\). The intensity of traffic flow \(f\) is \(I_f = \lambda_f / \mu_f\), the total intensity of all flows is \(I = \sum_{j=1}^{N} I_j\), and \(N\) is the number of flows. With the smallest deadline miss rate of all flows being \(\Phi_{\text{min}}\), the coordinator obtains the parameter \(C_f\) as

\[
C_f = \theta^{-1} \log(\Phi_f / \Phi_{\text{min}})
\]  

(2)

where \(\Phi_f\) is the required deadline miss rate of traffic \(f\). The coordinator evaluates the feasibility of serving such request by estimating the flow deadline miss rate

\[
\hat{\Phi}_f = \exp(-\theta(D_{\text{avg}} - C_f))
\]  

(3)

where \(D_{\text{avg}}\) is the average effective deadline for all data flows

\[
D_{\text{avg}} = \sum_{j=1}^{N} I_j (\Phi_f + C_f).
\]  

(4)

If the estimated deadline miss rate meets the QoS requirement, i.e. \(\hat{\Phi}_f < \Phi_f\), the coordinator performs the following actions: (1) Sending an acceptance message to the source; (2) Passing the parameter \(C_f\) to the Diff-EDF scheduler; and (3) Passing the required deadline miss rate \(\Phi_f\) to the server. The source agent responds to the acceptance message by sending its real-time data packets to the scheduler. The scheduler performs a shadow function to obtain the effective deadline of the arrived packet

\[
D_{ef} = D_f + C_f.
\]  

(5)

The scheduler then forwards the packet to the queue agent, which queues the packet based on its effective deadline.

The functionality of the server agent is to complete the process of serving the real-time packets. Once the server agent completes serving a current real-time packet, it interacts with the coordinator by sending an idle status message. The coordinator responds by interacting with the queue agent to perform a dequeuing process. The queue agent fetches a packet that is closest to expire (with smallest \(D_{ef}\)) and forwards it to the scheduler. The scheduler passes the packet to the server. Once it receives the packet, the server agent performs the following: (1) Changing its current status to busy; (2) Serving the unexpired packet (deadline is not exceeded) or dropping the expired packet; (3) Forwarding the packet to its destination according to its MAC address; and (4) Keeping track of two counters: \(n_f\) the number of packets served for the destination of traffic flow \(f\) and \(t_f\) the sum of time differences of served packets for the destination of traffic \(f\), i.e. \(t_f = \sum_{i=1}^{n_f} (t_i - t_{i-1})\).

Over every time period \(T\), the coordinator interacts with the server and the destination requesting for the server’s counter information \((n_f, t_f)\) and the destination’s resource information \((B_f, P_f)\). Upon receiving such information, the coordinator finds the mean inter-arrival time \((1/\zeta_f)\) for the packets of traffic flow \(f\) delivered to their destination

\[
1/\zeta_f = t_f/(n_f - 1).
\]  

(6)

In its database, the coordinator stores the cryptographic information (Table 1). Based on this, the coordinator determines the length of buffer \(L_{fj}\) that is needed to enhance \(n_f\) real-time packets with the \(j\)th cryptographic algorithm

\[
L_{fj} = P_f \zeta_f
\]  

(7)

where \(P_f\) is the total processing time of the packets of traffic flow \(f\). It takes into account two delays: the delay of solving the problem of two or more equally prioritized packets \((D_{\text{equal, priority}})\) and the delay of the preemption process when an arriving packet is closer to expiration than the remaining time of the currently processing packet \((D_{\text{preemption}})\). We have

\[
P_f = D_{\text{equal, priority}} + D_{\text{preemption}} + \tau_{fj}
\]  

(8)

where \(\tau_{fj}\) is the time required to decrypt a packet of 1500 bytes (1.46 KB) using the \(j\)th security algorithm \(s_f\) = 1.46 KB/(\(\mu_j\)\(\beta\)), and \(\beta\) is the processing rate factor \(\beta = P_f/175 \text{ MHz}\).

The coordinator compares the length of available buffers at the destination with the required length of buffers to enhance \(n_f\) packets using different cryptographic algorithms. It adopts the strongest security algorithm with no congestion in the network. Given that the length of available buffers at the destination of traffic \(f\) is \(B_f\) and the length of buffers needed to enhance \(n_f\) packets to security level \(z\) is \(L_{fz}\), the coordinator enhances/reduces security to level \(z\), or stays at the same security level \(z \in \{0, 1, \ldots, 7\}\) such that

\[
L_{fz} \leq B_f < L_{f(z+1)}.
\]  

(9)

Suppose that \(L_{f8} = \infty\). The overall network performance is preserved as the buffers are well utilized. Once the decision on security level is made, the coordinator notifies the source. No notification will be sent if the decision is to stay at the same security level. Upon receiving a notification, the source agent applies corresponding new security enhancement algorithm to the packets to be sent.

There is also a feedback mechanism from the server agent to the coordinator agent. When the server notices a miss rate near the required miss rate limit \(\Phi_f\), it interacts with the coordinator. The coordinator notifies the source to adjust its parameters such as increasing the deadline miss rate limit or decreasing the sending rate. Accordingly, the coordinator adjusts the system parameters and notifies the scheduler and the server with new \(C_f\) and \(\Phi_f\), respectively.
IV. NUMERICAL RESULTS

We simulate a network with \( N \) pairs of distinct source and destination, \( N = 2, 4, \ldots, 32 \). Among the \( N \) streams of traffic, there are \( N/2 \) real-time video streams and \( N/2 \) real-time audio streams. Each source has a sending rate of \( \lambda_f = 1250 \) packets per second and starts sending packets with the lowest security level. The edge router will notify each source to update to an appropriate security level. The length of initially available buffers at the destination is either \( \lambda_f/25 \), \( \lambda_f/8 \), or \( \lambda_f \) (the unbounded case), multiplied by unit time. Each destination agent has a processing rate factor \( \beta = 1 \), i.e. a processing speed of 175 MHz. Fig. 2 and Fig. 3 show the effects of initial buffer length at the destination agent on the confidentiality security enhancement process and the average packet delay, respectively. The confidentiality security level with larger number of available buffers is higher, since the destinations are more flexible in decrypting the packets. However, this trades off with the QoS in terms of packet delay.

The utilization of buffers at the destination agent determines the network congestion. The performance of the proposed scheme is compared with the IPSec protocol with a static security level for the cases of initial buffer length \( \lambda_f/25 \) and \( \lambda_f/8 \). The static security level is the steady state security level of the proposed adaptive algorithm (as shown in Fig. 2). Fig. 4 shows the buffer consumption at the destination. The proposed adaptive protocol is more effective in protecting the destination from being congested hence enhancing the network performance.

V. CONCLUSION

A multi-agent system is designed for real-time packet switched networks that aims at providing best security services without congesting the network. Effective buffer utilization is key to the enhancement of the overall network performance. An adaptive security-aware scheduling algorithm uses the buffering systems at both the edge router and the destination nodes to regulate the real-time traffic in the network. Simulation results show that the proposed scheme leads to strong security levels while preserving the network QoS.
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