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Abstract Rough Se Theory (RST) is a technique for data Nearest neighbomethods regained popularitfter Kibler
analysis. In this paper, we use RST tomprove the performance  and Aha sheved that the siplest ofthe neares neighbor
of the k-NN method and theMLP neural nework. The RST is - models could produce excellent results @rvariety of
used to edit the training set\We propose wo methods toedit domains A series of improvementswas introduced in the

training sets, which are based on the laer and upper . }
approximations. Experimental results show a satisfactory Bl 10 1BS [1]. IBL method is étenfacedwith the problem

performance of the k-NN method and MLP using these Of decidinghow mary exeamplars to store, andhat portion
techniques. of the instance space it should cover.
An extension to the basic IBL paradigconsiss in using
Keywords: k-NN method MLP, Rowh Set Theoy, data the K neares neighbos insteal of just the nearest one, the
anapsis, edit training set. class assigneds that of themgjority of those K neighbors,
taking into account the distance (omaarity) bewveenthe
. problem and each nearest neighbor [2].
. Introduction There aremary Artificial Neural Netvork models that

Machire learning is an important area inside @wputer had been used in classification probiss, such as:
Science. Genergll this is a process that consists of us&IcCulloch and Pitts, Perceptron, Multiyer Perceptron
training ses in order to obtain kneledge autmaticaly (MLP), Adaling Madaline, Haiming net, anong others.
about it, and according toehesuls it could be classified MLP is recognized as the best artificial neuralweek used
into lazy or inductive learningAn exanple of lay learning in classification fron exanples.

is the IBL and an inductive onethe Multilayer Perceptron ~ The presene of mistaken labeled protgpes in the
Artificial Neural Netvork. training set is a probihe that affecs seriousy the efficiency

A major goal of Machine learning the classificationof ~ of the classificationmethods.There are sme problens that
previousy unseen exaples. Beginning with a se& of canoccur during the training such asstakeswhile labeling
examples, the gstam learns hwv to predict the class of eachthe protogpes or noig patterns that camppea due to
ore basel on its featuresThe selection of exaples fran a  troubleswhile getting the data The® protoypes appear
domainto include in a training set is a present prablén all  usualy in zones nearthe decision region and have a negative
of the canputational models for learning frm examples. influence in the learning process, becausidreass the
This is knavn as the edition of training sets. error rate of the classification. Besides, theseaihigh

Instance-bask learning (IBL) is a machine learning computationd cost associated to the application of
methal tha classifies ne exanples ty comparing then to ~ classficationmethods to thevhole set b protoypes.
thos alrea seen and are imemory. This memory is a A functiond schene of classification that takes as
Training Set [TS) of preclassified exaples, where each reference set an edited set (SE) and wWiele seé of
example (also called object instan@ or case) is describegb protoypes (S) is shon in Figue 1. SE is a protoypes
a vector of features or attributes valudsnew problem is  edited set, and it had been builtrfr® throuch some edition
solved by finding the nearest stored emple taking into Mmethod.R indicates the reference set that is used in the
account sme siilarity functions; the probla is then classificationrmethod. [3].
classified according to the ck®f its neares neighbor.
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Figure 1. Classification’s Schea.

Data reduction is realizech itwo directions First one
consists of the reduction of the attribguantiy that is used
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This problen in known as the training sets edition.

The object reduction techniques pursue as objective the
elimination of patterrs or protoypes for decreasing the size
of the learning matrix. It is aboti decreasing the
computationalwork and, at tnes, t is disposedor read/ to
pay with a little less precision of theystem, butwith more
computational efficieng.

The Editing techniques are applied eliminate the
protoypes that induce an incorteclassification, even
though it is certain that tlre produce elnination of
protoypes their fundamentd objective is to obtain a
training sample of better qualit to have a better precision

to descrite the objects.The second one is the decrease of th&ith the ystem.

objects quantit to include in the training set.

The aspects that have thmost interet in the k-NN

Rouh Se Theoy (RST) has been an excellent methad are the reductionof the classification error and the
mathenaticd tool for data angsis and it has offered an reduction of the amputational costThe k-NN method is

exciting theoretic base for the solutief many problems
within knowledge discover [4], [5], [6], [7], [8], [9] and
[10]. Several toolkits based on roughsse&t dataanalsis

very sensitive to the presence of incorrgctlabeled
exanples or objecs close to the decision’s boungar
incorred instance are liable to create a region aroundnthe

havebeenimplemented such as Rosetta [11] and [12], andVhe new examples will also bemisclassified [1], [4], [5]

ROSE [13].

Rough Sets thegrwas poposed B Z. Pawvlak in 1982
[14]. The rough set philosophs founded on the assiption
that sane information is associatedith evel object ofthe
universe of discoure [15] and [16]. A training set can be

ard [6]. Moreover, the searctor the nearest neighbour can
be a vey costly task, above all, in high glension spacesA
major problem of instance-based learners is that
classificationtime increases awore exanples are added to
training set TS).

representet by a tablewhere each no represents objects and | e use of rough set in editing training sets isyareal in

each column represents an attributdhis table is called
Information S/stem; more fomally, it is a pair S= (UA),

where U is a nonsapty finite set of objects caltkethe

Universe and A is a nomwpty finite set of attributes. A
Decision gstem is ary information gstan of the form

SD=(U, AC{d}), where dlA is the decision attribute.
Classical definitions of lwer and upper appraxiations

were originaly introducedwith reference toraindiscernible
relationwhich assmed to be an equivalence relation.

this paper. In section IWe stug the editing training sets.
Two methods for editing training set based on theelo
approximation and upper appromiation concept are
presentd in section Ill. Expernental results she a
satisfactoy perfomance of k-NN usinghes techniqus in
section IV. A form to ratify with anothermodel the edition
possibilities based on approaches, is the usa péural
network, specificay a MLP was used this experimental
results are in section V.

Let BOA and XOU. B defines an equivalence relation and

X is a concept. X can be approxted using omnl the
information contained in Byoconstructing th B-lower and
B-upper appreimations d X, denoted by B.X and BX
respectivef, where BX={ x : [x]B OX } and B'X={ x :
[X]B n X£@}, and [x]B denotes the class of x accordiong
B-indiscernibé relation. The objects in BX are sure
members of X, while the objects in BX are possible
members of X.

Rough semodel has several advantages to datayaisl
It is basel on the original data ont and does not needyan

II. Techniques for
Training Sets

Editing and Reducing

In [18] appears one of the first atipts of redue the size of
training setsThis algoritm is especiall sensitive tanoise,
because the ngiscaseswill be usualy badclassifiedby its
neighbours andwill be kept. This situation causeswb
problems: The first is that the reductioof the storag is
preventd because the ngiscases are retainedhe second
problem is that the exactitude ofhe generalizatia is
debilitatedbecaus the noiy cases, usualithe exceptions,

externa information; no assmptions about data are || cover more space than in the input, and that caaldse

necessa, it is suitable for angkzing both quantitative and
qualitative features, and the results of roughnsedel are
eay to understand17]. An important issue in the RSIB
aboutfeature reduction.

All the canputationalmodels that realize inferens&om
exanples havethe problem of the selection of the exgples
from the donain thatmust be included in #atraining set.

more mistakes in classification than before the reduction.
Ahain [1], [19] presented spe Instance-basddearning
algoritms tha use sample models, each concept is
representg by sample set, each saple could be an
abstraction of the concept or a&dividud instane of the
concept.
Between these algoriths are the follwing ones:
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IB1:

IB1 (Instance Based learning algorithl) was the 1-NN
algorithm andwas used as bottoline.

IB2:

IB2 is an increnental algoritim. Kibler andAha in [20]
had called this the Gwih Algorithm. This one $ similar to
the Hart Condensed NN, but IB2 don't buile: tBsd with a
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Encoding Length (ELGrow):

Camerondones in [24] used a heuristic of codification
length to detemine hov good could be the S setdescribe
T. This algoritm isn’t incramental, but todistinguig from
other techniques it's calledsrowing Encodirg Length
algorithm or EI_Graw.

Explore

ca® of eachclass ard don’t repeat the process after the first CameronJones in [24] also presentstBxplore method

step through the training set. Mean that NB@n't classify
correcty all the cases inf. This algoritm retairs the

thatbegirs by growing and pruning Sybthe use of El_Gm
method. Generalizationfdhe Explore precisiomethal is

borde points in Swhile deleting the inner points that empirically strong and its storagreduction is betteg than

surround it iy the sane classmembers. Like the CNNIB2
is highly sensitive to noise, because the naiases usuall
will be bad classified and oftenill be saved on thatvay
while themore trusted casesill be deleted.

Shrink algorithm

Kibler and Aha in [20] also presented an algomittthat
stars with S=T and deletes gncase that could be still
classified correcyl by the remaining subgroup The idea is

most of the other algoriths.

In [25], [26], [27], [28], [29] ad [30] appea various
techniqus of reducing the training setwjth the purpose of
reducing the training sets based on the nearest neighbor
theoly. Six nev methodscalled DROP 1-5and DEL are
reported in [27which can be uskto redue the number of
instances in the training sets.

Editing algorithms from the training saple are described

similar to the Reduced Nearest Neighbor rule (RNN), but iim [31], which are focused on the detection atidchination
this case the algorith consider if the deleted instance couldof noisy or aypical patterns in order tomprove the

be classified corregt] while the RN takes into accountif
the other instances classification could benaiged ly the
elimination of those instances.

IB3:

IB3 is another incmaental algoritim that ty to solve the
IB2 problem of save noig cases ¥ retaining ony cases bad

classification’s exactitude. &® of thege are ENN (Wilson
in 1972), Al k-NN (Tomek in 1976) a&ad Generalized
Editing Algorith m (Koplowitz and Brown in 1978)
Anothea editing method isM ultiedit Algorith m (Devijver
and Kittler in 1980) [32].

Wilson in 1972 developed the Edited Neardsighbor

classified but acceptable. IB3 has reduced noise sensitivit (ENN). This technique consists in aglg the k-NN (k > 1)

|B4:

In order to attend soe no relevant attributedhain [19]
extends the B3 algoritm to the B4 one through the
constructionof a set of attributeveights for each clas3his
requiresfewer cases to obtaia goad generalizationwhen
there are irrelevant attributes in a dataset.

1B5:

Aha in [19] also extends the IB¢ manag the addition
of new attributes to the probie after the training had begun.

TIBL:

Zhang in [21] used a differemtpproachtha was called
Typical Instance Basetlearning TIBL). TIBL algoritm

classifieg to estmate the class label of eyeprotot/pe in the
training set and discard those instaegos class label
does not agrewith the class associated the majority of
the k neighbors. The benefits +nprovaments of the
generalization accurge of Wilson'’s algorithm have been
supported ¥ theoretical and rapirical evaluationg31]. In
this algoritim S starts out the s® asT, and then each
instance in S is reoved if it does not agree with the
majority of its k nearest neighborwith k=3, typically). This
edits out noig instances awvell as clog borde cases,
leaving snoother decision boundaries. It alsetairs all
internal points,which keeps it fron reducing tle storage

tried to save instances near the center instead of the borgegjuiranents asmuch asmost other reduction algoritfs.

ones in order to obtain enore drastt reductio in the
storag ard more snooth decision hits. The algoritim is
more robust in presence of noise.

MCS:

Brodley in [22] introduce a Model Class Selection
(MCS), this is a ystem which uses a learning algonith
bases in instances (that pretends to be near to IB3jt &nd
part of a greatenyorid learning algoritm. It trends to avoid
noise.

Random M utation Hill Cli mbing:

Skalak in [23] used the RanaoMutation Hill Climbing
with the purpose to select the cases to use ThiS.method
solves part bthe problen.

The Repeated ENN (RENN) applies the ENN algarith
repeatedf until all instances maaining have amajority of
their neighbos with the same class,which continues to
widen the gap beteen classes dnsmoothes the decision
boundary.

Tomek in 1976 extende the ENN with his All kNN
methodof editing. This algoritim works as follevs: fori=1
to k, flag as bad aninstance not classified correctby it's i
nearest neighborsAfter canpleting the loop all k thes,
remove ary instances frm S flagged as bad. In his
experiments RENN produced higher accusachan ENN,
ard the All KNN method resulted in even higher accyrac
yet. As with ENN, this method can leave interhgoints
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intact, thus lniting the anount of reduction thait can
accanplish. These algoritms servemore as noise filters
than serious reduction algoritis.

Koplowitz and Brown in 1978 obtaied the Generalized
Editing Algoritbm. This is anothermodification of the
Wilson's aborithm. Koplowitz and Brown were camcemed
with the possibiliy of too mary prototypes being nemoved
from the training set becagaisf Wilson’s editing procedure.
This approach consists in m®ving sone suspicious
protolypes ard changing the class labels fosane other
instancesAccordingy, it can be regarded as a techeifpr
modifying the structureof the training saple (through re-
labeling of semne training instances) and not wnfor
eliminating aypical instances.

In 1980 the Multiedit algoritim by Devijver and Kittler
emerged. In each iteration of this algorith a randam
partition of the learnig sample in N subsets ignade. Then
the object from each subset are classifigith the folloving
subset apping the NN rule (the nearest neighbor rukl)
the objecs tha were classified incorrecyl from the learning
sanple in the previous step are ralhated and all the
remaining oljects are cmbined to constitute a melearning
sample TS If in the last | iterations no ¢éct has been
eliminatedfrom the learning saple, then endvith the final
learning senple TS. On the contras, return to the initial
step.

We have studied the perfoance of these algoritiis
whenwe use k-NNmethods.The results are shm in table
1.
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Precision of the generalization: The success of the
reduction algoritm is to be able to reduceemmumber of
instanceswithout significanty reducing the capagit of
generalization of the processing of the alganith

Tolerance to noise: The reduction algorithms are also

differentin respect to their effectiveness in the presence of

noise in the data.

Learning of speed: The ideal is to have a oplexity of
O(r’) orfaster.

Incremental growth: After obtainirg the set S frm E it
shoutl be possibé to decide in an increental fom the
addition of nev instances to the training sehile these are
being obtained.

[l . Rough Sets Theory
Edition

Rough Ses Theowy provides efficient tools tavork with this
solution choices.

Rough SetsTheoly makes possible to ytras mary
gquantitative dai as qualitative one, and there is no need to
eliminate the inconsistencie previous to angkis. Another
advantage of this approach is thae thutput information
could be used to detaine the attribuie relevane and to
generate relationsniong then (in rule forms). Besides,
there is no need tmake suppositiongbou the attribute
independenceneither other knowledge about data nature
[33]. Besidesmultiple applications had been developed b
using Rough Sef8heor [34], [35].

in Training Sets

There are different aspects that characterize the editing Two methods for editing training set based on rough

and reducing techniques of emales, such as:

Representation: It is necessarto decide ifa subsé of
the origind instancs is retained or if it ismodified using it
to create a ng representation.

Direction of the search of instances: The construction
of the subset from the training set E caneldore in an
incrementd form (beginwith S being enpty and start adding
casa according to sme criteria), a decraent fom (begin
with S=E and starts elinating exanples fran S according

sets

There are wo important concepts in Rough Sel&eoy:
Lower and UpperApproximation d decision gstams.
Lower approxmation group’s ofects tha certainlyy belong
to its class, this guarantee thabjed inside lower
approximation have no noise.

We have studied the application of rough sets for the

edition d training sets. We propos&d methodsfor editing
training sets Y using upper antbwer approxmations First,

to same criteria) or in batches (decide if each instancgve use the ler approxmations ofclasss to creae the

complies with the elmination criteria befar separatig ary
of them).

Type of points of the space to retainThe set of cases
forms a universedividedinto regionswhichyou can have as
a criteria to retain the instances situated in the boundaries f?vaver approxination of each class

the regions, those that are situatedthia cente or in the
interior d the regions, or another sdtpoints.

Volume of the reduction: One of the objectives of the

elimination of examples is to reduce the necessatored
memory.
Increment of speed: Another objectivesto increag the

processig velocity starting fron the set of instances.

Typically a reduction of the raount of examples will
produce a decrease of the processimg ti

edited training set.

The basic idea of mploying rough sets for editing
training sets is the follwing: in the training setve put the
exanples of the initial decision ystan that belong to the
that , igiven an
application’s donain with m classes and the equivalence
relation B, then,

TS = B(D1) n B.(D2) n ... n B{(Dm)

This is equivalent to giang that the trainig se will bethe
positive region of the decisionystean. In this manner,
objecs that are incorrecyl labeled or ver near to the
decision’s boundgrcan be efninated from the training set
which affed the qualiy of the inference/deduction. Studies
on multiediting presented in [3&how tha isolatedobjects
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includal in othe regions or near to the decision’s bourydar achieved on a global visiorf the training setnot separated

are frequentyl eliminated.

EditlRS Algorithm:

Stepl Construct the sd&, B[JA. PreferablyB is a reduct
from the decisionystam.

by decision classes.

Type of point of the space to retain: The EditlRS
algorithm retairs the instance situated in the centre or
interior of the classed he Edit2RS algoritim retains these

Step2 Fom the setsXi[JU, such that all the elements ofinstance and others included in the bounylaegions of the

the univers€U) that have valudi in the decision’s attribute
is in Xi.

Step3 For eactsd Xi, calculate its larer approxmation
B.(Xi).

classes.

Volume of the reduction: The volune of the reduction
depend on the aount of inconsistencies in the infoation
system; therewill always bea reduction in the training set,

Step4 Construct the edited training set as the union of aixcept if the infomation stem is consistent.

the setd.(Xi).
In the second caseye use laver approxinations and

bounday region of classes to create the edited training set.

In the EditlRSmethod ony the elenents which to the
lower approxinations are taken into accourilso, i is
importart to also take into consideration thosenadmts that
are in the boundgr (BNg). The Generalized Editing
Algorithm consiss of removing sane suspicious protgpes
and changing the class labels ofmeoothe instances.
Accordingy, it can be regarded as a technifpremodifying
the structure of the training s@le (through re-labeling of
some training instances) and thanly for eliminating
atypical instances [31].The second algorith is proposed
taking into account these ideas.

Edit2RS Algorithm:

Stepl Construct the set B,[BA. Preferaby, B is a reduct
from the decisionystam.

Step2 Fom the sets XilU, such that all thelement of

Increment of speed: On decreasingthe amount of
exanples the velocit of the next processing is increased.

Precision of the generalization: In themajority of cases,
one of the algorithms or both of then increased significantl
the efficieny of the k-NNmethod.

Tolerance to noise: Therough set thegroffers a pattern
orientedto model the uncertaigtgiven ty inconsistencies,
for which it is effective in the preseaof noise In fact, the
lower approxination eliminates the casesith noise.

Learning speed: The computational conplexity of
finding the laver approxination isO(In®), according to [34]
and [37], near to thided value of O(r?), and less than that
of the calculation of the coverag®(n®), so | (anount of
attributes considered in the equivalence relation) is in the
majority of the cases significagtlkmaller than n (mount of
exanples).

Incremental growth: This is a incrementd methodso
for each ne instance that appesit is enoudn to detemine

the universe (U) that have value di in the decision’s attributé it belongs to sme lower approxination ofsame class so

is in Xi.

Step3 S=g

Step4 For each set Xi do:

Calculate their lever approxination (B.(Xi)) and upper
approximation (B (Xi)).

S =S U B-(Xi).

Ti = B'(Xi) - B«(Xi).

Step5 Calculate the union of the séfs T = U Tiis
obtained.

Step6 Apply the Generalized Editingnethod to each
element in T and the result is the Jét

Step7 S =S UT’. The edited training set is obtained asy :{Xl' Xy yeen X|F|}'
is

the resultant set in S.

The conputational conplexity of our algoritims don't
surpas O(In?), nea to the ideal value o®(r?), while in the
rest of the algoritims it is of O(n®).The EditlRS and
Edit2RS algoritms based on the rough set theare
characterized in the folging way:

Representation:  Retain a subset of ehoriginal
instances. In the case ofetltdit2RS algorithm, this can
change the class of ®e instances.

Direction of the search of the instances: The
constructiom of the subset S fro the training se E is
achievedin batch fom. In addition, the selection is

that it can be added or not to the training set.
In section VI the expemental results othee methods
are shan.

IV. k-NN method and Expermental results

The k Neares Neighba Algorithm is based on lazlearning
and uses a distance ormdarity function to generate
predictions fron stored instances.

It is called lay because it stosghe trainingse y left all
the processing for the classification stagke input ofthe
classifieris aninstanceg of an unknan class. Each instance

a point tha belong to
multidimension& spae defined ly the attribute set and the F
class of the instance x, inside the class seTlde attribute
could befrom mary types:real integer orderal symbolic,
symbols sets, boolean éuzzy.

The mistake that can bmade in the classification of the
instances of the training sets is kWwroas Leaving One Out
Classification Errorl(OOCE).The purpose of the classifier
is to minimize LOOCE coefficientThe way to calculag it
depends on if the class value is continuous or disdnéth
discrete values, it is calculated as:
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LOOCE= q;c ,; (6,,-p,)

This means, for each instance q that belongs ¢obtse

Yailé Caballero et al

The results that are sha in Table | allav you to
compar the efficiency reached ¥ the k-NN method using
the original data bases, and the edited onegyus&rious
methods fron the edition of training sets algonitis

case and for eachclass that belongs to the class set J, it iproposed ¥ other authors and th&e which are presented

calculated the sun of the differene between the class

membership functiona‘“ and the class probabylifunction

Pa.j defined as:
_d a=]j
%70 g
Zé,,j 3im(q,r)?
p = ri
o) ;sirr(q,r)2

Where K is themore similar neighbour instance set.

When working with classeswith continuos values,
LOOCE is déned as:

LOOCE= ¥ (q. - p,)*
&P

Where RE is the class of instanceq and Py is ddined
as:
; r, 3im(q,r)?
M7 simay
fe Is the class value of instarice
The classification of instance using k-NNmplies to
previousy know the class vale of q and the algoritim
returns themost probable class using the folimg formulas:
If the class value is discrete, k-NN returns:

G =maxp,,

If the class value is continuous, k-NN returns:
4. = Pq
The similarity betveen tvo instances is calculated as:

sim(a,c) = ZW im, (q,.¢,)

Where sim, is a function of snilarity used to copare
the attribute@ value for each instaec N is the attribute

amount and""2 theweight of attributé?.

We have stug the camputational behaviorof the
algorithms whenthey are employed in the k-NNmethod. We
have used decisiorystens constructed frm the da& bases
thatwere found in:

http://www.ics.uci.edu/~mlearn/M L Repository.html

in sectionlll. We have consideredavb alternatives: (i)B
uses all features; (i is a reduct. The LOOCE value was
10. A reduct is aminimal set of attributes from A that
preservs the partitioning of universe (and hence the apilit
to perfom classifications) [7]. We have used heuristic
methods to calculate reductsvhich decreas the
computational canplexity [38] and [39].

By comparirg the two methods based on the Rough Set
Theow the superior results obtaineg the Edit2RSmethod
are appreciated. In order to vegriéfficiently the described
resuls previousy the statistical test of Crossed Validation
was applied, forwhich each data set iB samples was
divided, at ever moment 4 ¢ than were taken to traiand
the other to classif so that eacbne of thes ses was taken
to classiy in one of the 5 expearients ofthe same There 20
were made run i each one fothese expements, také 1
represents the valued the average fothe 100 valuesof
effectiveness in the classification for the test of Validation
Crossed for the bases including and eaahodithe exposed
algorithms.

A StudentTestwas applied to Cross Validation results

and the p-value obtainesias less than 0.05 for eacheasf
the topics to dmonstrate: i)The results oEdit2RS method
were bette in classification than EditlRS one, and ii)
Efficiency percens in classification for EditlRS and
Edit2RSmethodswere better ¥ using a reduct tireworking
with all the features. It's possibl® stak tha there are
significant differences beken the results obtaideby
Edit1IRSmethod and Edit2 RS one.
The wo methods based on the Rduge Theol show
superior behavior to those resuttistainal without editing.
The achieved resultsith Edit1RS andEdit2RS are similar
to those achievedytthe ENN Generalized=diting method,
Multiedit method andAll-KNN methods.

V. MLP Neural Network and Experimental
Results

The Multilayer Perceptron israartificial neurd network
modd tha simulates one of the Iman nervous ystem
functions classification | using structural and functional
simulation of part of that gstem [40]. The MLP presents a
multilayer topoloy with continuous neuromodel and the
backpropagation algorithas learningnethod.
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Table 1. Results of the classification Effectivity with k-NN

Edited data set
Name of  Original

data base data ENN Al KN  Generalize Multi_ EDITIRS EDIT2RS

bases N d Edit edit B=All B=Reduct  B=All  B=Reduct

features features

Ballons

59.23 59.2  100.0 80.0 100.0 90.0 1000 1000  100.00
Breast_
oot 96.77 96.2 95.60 93.%6 100.0 98.00 100. 99.% 99.65
Bupa

67.83 88.2 88.11 84.8 100. 82.16 89.8 90.3 90.47
Demat
Iogyma ° 97.49 945  100.0 93.14 50.00 96.%6 98.8 98.77 99.19
Ecoli

76.61 81.8 91.8 96.%0 95.71 98.8 98.06 97.0 100.00
Hayes
i 23.48 70.3 66.66 22.1 100.0 85.2 100.0 70.27 84.62
Heart

82.22 89.8 98.20 96.11 100.0 92.37 93.5 95.41 97.31
Iris 94.66 100.0  100.0 92.65 100.0 98.94 1000  100.0 98.66
Lung 47.34 51.0 73.8 54.00 0.00 78.00 82.2 71.0 83.02
oo . . . . . . . . .
Pima

73.05 80.0 80.00 90.% 90.% 94.3 96.64 95.43 100.00
Yeast

59.03 71.3 70.00 81.% 91.a1 90.G8 93.7 90.0 99.74

The netvork must be trained firswith a training set. At ard estmates the generalization errorngouted fran the
the end of the training, ivill be read/ to recogniz the validation set until this one reaches a values ldmn a
learned saples and to cladsi other n&v ones based on specified quantjt
generalizationsnade fram the training set. 2.-Percent of saples learnedThe nework had learnel a

The MLP is usedwith an activation function thais cas when it is classified with an error less than the
evaluatéd with an input vector of real ogponents that pemissible one during #learning process The netwvork
identifies a certain pattern, “apaks” it and returns étlass will stop the training when it had learned a percent of the

or pattern that belongs to the vector. specified training set.

During the training process, the MLP leamwith the 3.- Quantiy of learned saples. The training stopsvhen
samples that receive and clagsiévey inpu of the training the netvork had learned a specific mber of sanples.
sd andin dependene of the anount of error itwill rectify 4.- Number of iterations.The netvork will evaluate the

itself in order to mprove the next execution ofdtsane training set i a specific nmber of iterations irwhich the
sanple. The process of clasgifall the samples will be errorwill be also rectified.
repeated until a stopping criteridll be satisfied. e Learning speed

Training sets are ver different and the netorks must The learning speed is a pawter usedduring training.
learnit, also duringthe process spe paraneters are needed Usually is situated beteen 0.5 and 0.025. While it reaches
with the purpose of adjust the algorittio the features of the higher values, the trainingill be shorter.

each set and each netrk. » Initial weight influence
The argunents that establishoundaris during the MLP The value of this paraeter usuall oscillates bateen 0.1
training are: and 0.8.The initial weight improves the learnirg process
e Stopping criteria becaus they allow noticing last changesnade over the
This paraneter indicateswhen the trainingmus be network. It is proportional to the learning speed.
stopped.There aremary criteria to consider therd of the » Classification error
learning processyhthe neivork: This paranete indicates the error that alle to the

1.-Generalizationln each iteration, the ngbrk optimizes nework when classifing an exanple him of the training set,
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sotha it considers that has been learneditis paraneter is
very important then in dependgnof sane the nework will

make an effortmore in learning or no. Ithe classification
errar value is abig number, then the learningill be fast,
but the MLPwill take a vague idea afachpatternandso
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superior to the ENNAIl KNN, GeneralizedEdition and
Multiedit methodsin other casesA comparison bewteen
Edit1RS and Edit2RS was made and Editl RS attending to
the resuls and the Edit2RS oneswere the best. lwas
demonstratedthat the effectivity of the nev methods is

when classifing patterns that have not appeared tm hi superid when a reduct is used thawhen all features are

during the training can that does it of incorneey.
»  Feature selection criteria

During the training the netork selects the siples fran
the training set that iill try to learn.There ae three ways
to select these ermles:

1.- Unifom: In this kina of selectiongach patternis
selected in a rando way, but the probabilit of to be
selected is the s in each pattern.This stratey is the
simplest one; but it has as an inconvenient thaptiogress
or levd of the learning reached in eagioment is ignored. It
seens to be that this blindelection causs anon favorable

chaos in the update of theeights, because does not

consider at nanoment nor tle characteristis of the pattern
who is anajzing itself, nor the error thathen classifing it
has been qomitted throughout the training.

For this reason, this stratggcould be a shy training
process and even, it can oscillate neamnttmemum.

2.- Sequentiall: The samples are selected in thensa
order that the appear in the traipget This form to take the
patterns does not consider the advances ttinetvork

usel.

Efficiency reached
»
(=1

£t - 8§ I %
) < 2 = < . g
O R i E =
= £ o
H . = E DataBases
¥ £ = g
& A A
B Orniginal data bases O Edit1RS Reduct O Edit1RS All features

B Edit2ZRS Reduct H Edit2ZR S All fe atures

Graph 1. Efficiency reached ¥ the MLP

In orde to verfy efficiently the described results

makes in specifc patterns and causes that certain inertia ipreviousy the statistical test of Crossed Validatiovas

the pick up of the kneledge is createdt is littl e advisable
to use this technique, unless the order of thenples in the
training se is not accidental, but totall intentional and
thought.

3.-Repeat until learnThis strateg is of the type of

applied, forwhich each data set in Srspleswas divided, at
evely moment4 of then were taken to train and the other to
classify, so that each one of thleeset was takento classify
in one @ the 5 experents ¢ the sane. Wemade 20 run ¥
each one of these expments, table 2 represarthe values

pedagogich selection. Each saple is presented to the of the average fothe 100 values foeffectiveness in the

network. Each example is presented to the metrk in
dependeng of the error that tlsione comet whenclassifing
it. Each ginple is randaly selectedand repeateduntil its
error is laver than themedium errar of the nework
increased in a deteined factor. Usuay, it happensvhen
the clasdication error is greater than 15086 the medium
error.

A MLP artificial neurd netvork was used in a giilar way
to the k-NNmethod bt to obtan effectively classification
percents for each of the edited sets; resai shown in
grapht 1. The paraneters usedwith the MLP were: the
stopping criteriawere a generalizatioerrar of 0.02 the
learning speel 0.05 the weight irfluence 0.5 andeature
selection criteria of repeat until learn.

The resultswith EditlRS and Edit2RSvere the best
obtainedwhen classifing the non edited traininget alsq
the new method returned siilar results in sme cases and

classification for the test of Validation Crossed tfe bases
including and each one of the exposed algosth

The classifier used in thexpermentationwas aMLP. A
Student testwas made to the results obtainedith the
Crossed ValidatioriTest and the p value for thivas less
than 0.05 for each of the aspects tondestrate.This is a
good reason toffirm that there are significant differences
for this bases and it could be said that:

EditlRS and Edit2RS methods she better results in
classification than the training seithout editing.

The results obtained in training sety EditlRS and
Edit2RSwere inmost of the cases superiorttte ENN All
KNN, GeneralizecEdition and Multieditmethods. Edit2RS

method had better results in classification than Edit1RS one.

For the methods EditlRS and Edit2RSetipercens of
effectiveness in the classificatiavere better using a reduct
thanworking with all the attributes.
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Table 2. Results using MLP when applied cross validation test

Edited data set

Name of Origin
data base al data ENN Al KN  Generalize Multi_ EDITIRS EDIT2RS
bases N d Edit edit B=All B=Reduct  B=All B=Reduct
features features
Ballons 58.33 53.2 100.® 78.00 100.® 90.00 100.® 100.® 100.00
Breast_ 93.20 97.9 98.13 96.% 100.0 98.60 99.00 97.38 99.89
Cancer
Bupa 60.45 83.3 82.54 84.00 100.® 87.5 89.15 85.00 92.00
Dematolagy 92.00 94.3 98.45 99.18 100.®@ 95.47 96.90 98.00 99.27
Ecoli 66.87 97.1 97.90 95.27 100.00 83..3 95.19 97.% 98.00
gaﬁs_ 20.19 68.9 70.01 18.00 100.® 85.00 100.® 50.00 85.00
(0]
Heart 80.45 92.0 95.87 95.00 50.00 94.57 96.8 95.00 97.78
Iris 93.22 100.0 93.10 96.465 100.M 99.M 100.M 100.M 100.00
Lung Cancer 45 9g 50.0 74.12 53.8 0.00 50.00 80.00 50.00 84.08
Pima 72.00 93.3 93.45 92.90 100.M 80.00 80.00 94.91 98.09
Yeast 55.00 91.9 93.% 90.00 96.10 70.40 70.00 92.00 97.00
VI. Conclusion References
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