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a b s t r a c t 

Fog Computing is a new paradigm that has been proposed by CISCO to take full advantage of the ever 

growing computational capacity of the near-user or edge devices (e.g., wireless gateways and sensors). 

The paradigm proposes an architecture that enables the devices to host functionality of various user- 

centric services. While the prospects of Fog Computing promise numerous advantages, development of 

Fog Services remains under-investigated. This article considers an opportunity of Fog implementation 

for Alert Services on top of Wireless Sensor Network (WSN) technology. In particular, we focus on tar- 

geted WSN-alert delivery based on spontaneous interaction between a WSN and hand-held devices of its 

users. For the alert delivery, we propose a Gravity Routing concept that prioritizes the areas of high user- 

presence within the network. Based on the concept, we develop a routing protocol, namely the Gradient 

Gravity Routing (GGR) that combines targeted delivery and resilience to potential sensor-load heterogene- 

ity within the network. The protocol has been compared against a set of state-of-the-art solutions via a 

series of simulations. The evaluation has shown the ability of GGR to match the performance of the com- 

pared solutions in terms of alert delivery ratio, while minimizing the overall energy consumption of the 

network. 

© 2016 Elsevier B.V. All rights reserved. 
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. Introduction 

Popularity of Wireless Sensor Networks (WSNs) has been con-

tantly increasing over the past number of years. Nowadays, WSNs

ould be found in most of the modern indoor and outdoor loca-

ions, where WSNs support a wide variety of applications. It is

xpected that this growth will continue, and, in the near future,

ultipurpose WSNs will be deployed everywhere. To sustain this,

erformance improvements will be required at all layers of WSN

rchitecture, including the design of wireless sensor devices, their

ommunications and applications. Although the capacity of a mod-

rn WSN today allows for certain complex tasks (e.g., data fusion),

he improvements will continue to increase computational power

f the WSNs, their efficiency and autonomy of operation. To take

ull advantage of the increase, CISCO have recently proposed the

oncept of Fog Computing [1] , where services are proposed to be

osted (at least partially) by near-user devices (e.g., wireless sen-
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ors, gateways). The concept offers a number of advantages, in-

luding increased reaction time, sustainability and user-awareness.

owever, for the concept to be accepted by the general population,

 critical mass of Fog Services need to be rolled-out. In this article

e consider a possible Fog implementation of WSN Alert Services. 

Typically, operation of a WSN does not imply direct interaction

ith the user. Monitoring data collected by the network is for-

arded via a set of dedicated getaways to a cloud. On the cloud

he data are processed and analyzed by an appropriate service that,

f required, alerts the user. For example, based on results of WSN

onitoring, asthmatics patients may be alerted of dangerously

igh pollen and pollution levels. However, transmitting informa-

ion from sensors to the cloud requires additional resources (e.g.,

ontinuous Internet connectivity) lack of which may potentially

elay alerting the user. As an alternative, certain analysis of the

onitoring data can be carried out by the wireless sensors, while

lerts detected as a result of the analysis can be handed-off to

he user’s hand-held devices (e.g., smart phones) directly by the

ensor nodes. In this way, alerts will be delivered to the users

pontaneously (i.e., on occurrence). This creates an opportunity for

 WSN-based Fog implementation of Alert Services. 
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Fig. 1. Fog implementation of a WSN Alert Service: Application scenario. The alert 

delivery changes following the change in user-presence within the environment. 

The change can be seen between (a) working time, and (b) lunch time. (For in- 

terpretation of the references to color in this figure legend, the reader is referred to 

the web version of this article.) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Overall cross-layer architecture of the proposed user-group aware Sensor. 
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In this article we focus on a particular application scenario, il-

lustrated in Fig. 1 . The scenario includes a dense multi-purpose

WSN, the Sensor Environment ( SE ). Each sensor is allocated a mon-

itoring task and generates alerts on occurrence of specific events.

Alerts are delivered to the users with regards to their preferences

in order to avoid potential loss of user-interest. Based on the sim-

ilarity of preferences the users are organized into groups, and

group-based presence of the users is used to guide the alert de-

livery process. Thus, an alert, generated within the environment

is initially delivered to a sub-set of intermediate sensor-nodes, lo-

cated in vicinity of users from appropriate groups. Selection of

these nodes will vary depending on the type of the alert (blue or

red on Fig. 1 ) and time of its generation (lunch or working time).

Once received by the intermediate nodes, the alert is handed-off to

the devices of the users themselves. Depending on user presence,

any sensor may become an intermediate node and act as a gateway

for the users. In other words, a user’s device that comes into close

range of a sensor will receive spontaneous alerts from the WSN.

We consider events that may engage simultaneously a number of

sensors, which will generate similar alarms. Such alarms will be

detected and fused together by the SE in order to achieve greater

usability. 

For the considered application scenario, achieving maximal

performance efficiency will require solving a number of multi-
isciplinary problems, such as: (I) gaining a deep understand-

ng of user-groups and their mobility pattern, (II) developing effi-

ient mechanisms of alert-detection, (III) optimizing alert delivery

ithin the SE, and finally, (IV) developing alert fusion and hand-off

to the users. Some of the problems have already been considered

n other research. For example, user-group formation and mobility

Task (I)) is commonly considered by Social Network Analysis (e.g.

2–4] ). Edge Mining [5] has been proposed for sensor alert detec-

ion (Task (II)). In this article, alert delivery within the SE (Task

III)) presents the focal point, where the main contributions in-

lude: 

• Gravity Concept for user-group aware delivery of alert-based in-

formation in an SE. The concept takes into account group mo-

bility of the users of the SE. The delivery prioritizes areas of

the SE with higher user-presence, and is carried out in a fully

distributed fashion that supports alert fusion. 

• A user-group aware multicast routing protocol, namely the Gra-

dient Gravity Routing ( GGR ) protocol is proposed. The protocol is

based on the Gravity Concept and insures resilience to poten-

tial sensor-load heterogeneity across the SE (e.g., due to user-

to-user traffic). 

• Extensive simulation work that combines both real and syn-

thetics traces of user mobility. The evaluation through the sim-

ulations compares the multicast routing protocols with well

known protocols, as well as analyses the energy utilization of

the sensor devices, average delivery ratio, forwarding rate, as

well as the average delay. 

The remainder of the paper is organized as follows:

ection 2 present our vision of the Fog WSN Alert Service’s

rchitecture. Sections 3 and 5 describe in detail the Gravity Con-

ept, the GGR solution and its validation. Section 6 provides an

verview of the related work, and lastly Section 7 concludes the

aper. 

. Alert service architecture 

Despite the improvement in the design of wireless sensors,

heir capability remains insufficient for some of the tasks (e.g., user

roup analysis) identified earlier. To accommodate such tasks the

E architecture ( Fig. 2 ) incorporates a dedicated cloud component.

owever, compared to the conventional design, responsibilities of
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he component are significantly reduced, due to the functionality

hift towards the Fog component of the architecture. 

loud component: Potentially large number of the SE users and

emory limitations of the sensors significantly restrict user infor-

ation that can be collected by the WSN while interacting with

he users. Limited user information may indeed be insufficient to

ain a full understanding of the user-behavior. Meanwhile, per-

onal information may be available from various sources external

o the SE (e.g., social-networking sites). Careful analysis of this in-

ormation enriched with high-grained information provided by the

ser-devices (e.g., GPS-based mobility tracking) even though re-

uires a powerful cloud infrastructure, can provide deep under-

tanding of the SE users. This understanding can, in turn, signif-

cantly improve the performance of the SE. Therefore, the Cloud

omponent of the architecture has been introduced to host func-

ionality of the User Interest/Presence Predictor . Major tasks of the

redictor include, user profiling, group identification, and finally

orecasting user-group mobility and consequently interest areas

ithin the SE. The predictor will periodically (e.g., daily) receive

ll necessary behavioral information directly from the users’ mo-

ile devices as well as external sources and pass to the SE sen-

or predictions for the next period. In this way operation of the

E will not heavily rely on continuous high speed connectivity to

he Cloud Component. The predictions passed to the SE represent

 configuration of its operation for the next period. Each sensor

ill be supplied with a non-negative value reflecting on the user-

resence in the sensor’s transmission range. The predictions will

e made for time-intervals of a fixed duration (e.g., one hour) on a

er-group basis. 

og component: The Fog component of the architecture is repre-

ented by the environmental sensors and their tasks. At the ap-

lication layer each sensor hosts a monitoring functionality that

etects specific events within the environment and generates ap-

ropriate alerts. The alerts are further multicasted to the other SE

odes with respect to the user-presence prediction. The multicast

rocess is defined by the GGR protocol (see Section 4 ) located at

he IP Layer. During the multicasting, alerts generated due to the

ame event are fused together. Any SE node receiving the alert (in-

luding the sensor that originated the alert) will also announce it

o the SE users that are within close range. The GGR routing proto-

ol utilizes the proposed Gravity Concept (see Section 3 ). In order

o cope with the load-heterogeneity across the SE, the GGR incor-

orates an estimation mechanism for the spare channel-capacity

t the Data Link layer. The mechanism requires a cooperative MAC

rotocol similar to the CAM-MAC-ARCB [6] . Therefore, the routing

rocess is cross-layered incorporating both the gravity routing at

he IP layer, as well as the spare channel-capacity estimation at

he Data Link Layer. 

. Gravity concept 

The Gravity Concept is one of the key contributions of the ar-

icle and serves as a theoretical foundation of the proposed Gra-

ient Gravity Routing protocol. The concept allows efficient fully

istributed alert delivery within Sensor Environments, which con-

ectivity graphs satisfy requirements of convex representability on

ompact (also introduced here). Prior to describing the Gravity

oncept itself we would like to present the terminology used in

his paper. The terminology includes notation for the WSN, the Fog

omponent of the SE, as well as user-presence predictions casted

y the User Interest/Presence Predictor. 

etwork: We consider the SE in the form of the connectivity graph

 = ( S, L ) of its sensors. Nodes S represent the sensors, while wire-

ess links between them are represented by edges L . So, N is a fi-

ite directed graph that is also assumed to be connected. We de-
ote the hop-count distance between the sensors s 1 and s 2 as H ( s 1 ,

 2 ). 

ser presence: In this section we consider SE users that belong

nly to a single user-group. We represent presence of the users of

he group as a non-negative weight function W ( ·). The function is

efined on the node-set S , where for each sensor s ∈ S the value

f W ( s ) equals to the expected user-presence within the sensor’s

ransmission-range. We deliberately neglect evolution in time of

he user presence, as we assume its evaluation speed to be signif-

cantly lower than the expected rate of alert-packet exchange be-

ween sensors. This assumption comes from the highly-restricted

torage-capacity of the environmental sensor. Only a limited infor-

ation on user-presence prediction may be stored by each sensor.

hus, user-presence predictions made on hourly (or other) basis

re assumed to be available. 

For an alert forwarded by a particular sensor s ′ ∈ S , the cumu-

ative network distance towards sensors from a sub-set S ∗ ∈ S with

espect to their expected user-presence values is defined as: 

 S ∗ (s 
′ 
) = 

∑ 

s i ∈ S ∗
W (s i ) · H( s i , s 

′ ) . 

he expected user-presence values reflect on the number of users

xpected within the transmission ranges of the sensors from S ∗.

herefore, D S ∗ (s 
′ 
) reflects the cumulative distance from the alert

o those users. Hence, if there is a sensor s 
′′ ∈ S that D ( s ′ ) > D ( s ′ ′ ),

hen forwarding the alert from s ′ to s ′ ′ potentially brings it closer

o all those users simultaneously. Consequently, as N is finite and

ontains only a finite number of nodes, D S ∗ (·) reaches its global

inimum at least at one sensor, closest to the users. This allows

s to formulate the following definition: 

efinition. For an SE connectivity graph N = ( S, L ) , a sensor-

eight function W , and a sensor-subset S ∗ of the graph, a node

 

∗ ∈ S where D S ∗ (·) (function representing the cumulative distance

owards the sensor-subset S ∗) reaches its global minimum, is re-

erred to as the Gravity center ( GC ) of the subset S ∗. 

As N is finite by definition, for any W , and S ∗ we can guaran-

ee existence of a GC sensor. Meanwhile, in certain cases the D S ∗ (·)
ay reach the global minimum at a number of sensors (e.g., N is

 dumbbell-graph with two nodes with equal weights), leading to

xistence of multiple GC sensors. Next we present another impor-

ant property of a GC sensor: 

roposition 1. For an SE connectivity graph N = ( S, L ) and a sensor-

eight function W , consider a GC sensor s ∗ of a non-trivial sensor-

ubset S ∗ ∈ S (consists of two or more sensors). In this case, S ∗ con-

ains at least two sensors s 1 and s 2 such that no shortest path from

 1 to s ∗ contains an intermediate sensor s ∗∗ that also belongs to a

hortest path from s 2 to s ∗. 

roof. The proposition is proven by contradiction. If the proposi-

ion does not hold true for a particular case, then N contains a

ensor s ∗∗ such that all sensors of S ∗ were connected with s ∗ via

hortest paths going through s ∗∗. Thus, for ∀ s ∈ S ∗: H ( s ∗∗, s ) < H ( s ∗,

 ) resulting in D S ∗ (s ∗∗) < D S ∗ (s ∗) , which contradicts s ∗ being a GC

ensor. �

Proposition 1 guarantees that nodes of any non-trivial sensor-

ubset S ∗ can be divided by any of its gravity centers ( s ∗) into two

r more sub-subsets, where each sub-subset will include sensors

hat share the same next hop towards the GC center s ∗. Note that if

he gravity-center s ∗ belongs to the S ∗, then one of the sub-subsets

ill consist only of the s ∗ sensor. In this way, Proposition 1 de-

cribes an iterative process that constructs a sensor-subset hier-

rchy from the original subset S ∗, where division of a parental

ubset over one of its gravity centers forms subset of the next

evel. Meanwhile, the gravity centers used during the process also
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Fig. 3. An illustration of the Gravity Routing concept for a single alert to three des- 

tination sensor nodes. 
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present a hierarchy that we call the Gravity Hierarchy . The itera-

tive process stops when each leaf-subset of the hierarchy contains

only a single sensor that also is the GC of the leaf-subset. Conse-

quently each sensor of the original subset S ∗ is included at least

once into the Gravity Hierarchy. We propose the Gravity Hierarchy

to be used for alert multicasting. Next we concentrate on devel-

oping an effective GC search-algorithm. We consider connectivity

graphs with a certain property, namely convex representability on

compact . The definition uses mathematical concept of a compact

set, or compact and a convex function. Compact is a set that is

closed and bounded. Examples of compacts include closed inter-

vals and rectangles. Compacts have a set of useful properties, es-

pecially in relation to convex functions. Information on that can be

found, for example, in [7] . One of this properties is exploited fur-

ther in this article. The definition considers existence of a possibil-

ity to assign sensors-nodes to elements of a compact C , where the

assignment itself is denoted as a function Im : S → C . The definition

itself is as follows: 

Definition. Let the SE connectivity graph N = ( S, L ) be of such a

type that for a compact C each sensor s ′ ∈ S can be assigned an el-

ement of the compact ( Im C ( s 
′ ) ∈ C ) so that there is a convex func-

tion H s ′ defined on the compact C such that the hop count distance

from s ′ to any other node s ′ ′ ∈ V equals to H s ′ (Im C (s ′′ )) . We call

such graphs convex representable on compact . 

Convex representability on compact of the SE connectivity

graph N significantly simplifies the gravity center search. This is

justified by the following proposition: 

Proposition 2. Consider an SE connectivity graph N = ( S, L ) that is

convex representable on compact, and a non-negative sensor-weight

function W. For any sensor-subset S ∗ ∈ S a GC can be found by an

algorithm that traverses through the sensors of the graph following a

decrease of the accumulative network distance D S ∗ function. The algo-

rithm stops at a GC of the sensor-subset S ∗ regardless of the starting

point. 

Proof. As N is convex representable on compact, there is a com-

pact C such that for any s ∗ ∈ S ∗, the hop count distance to any

other s ∈ S equals to H s ∗ (Im (s )) . H s ∗ is a convex function defined

on the compact C . Hence, for any sensor s ∈ S the value D S ∗ (s ) is

equal to: 

D 

∗
S ∗ (Im (s )) = 

∑ 

s i ∈ S ∗
W (s i ) · H s i (Im (s )) . 

As W is a non-negative weight function, D 

∗
S ∗ is also a convex func-

tion on the compact C . Meanwhile, the existence of a local mini-

mum for D S ∗ (s ) , that is not a global minimum, would indicate the

same for D 

∗
S ∗ on C . This would contradict D 

∗
S ∗ being a convex func-

tion on C , as any local minimum of a convex function is also the

global minimum. Consequently, the global minimum of D S ∗ can be

found by a gradient search regardless of its starting point, as any

of D S ∗ local minimums is also a global minimum. This proves the

proposition. �

Propositions 1 and 2 present the overall concept of our pro-

posed multicast routing algorithm that is the foundation of GGR.

Thus, in order to deliver an alert to sensors of a subset S ∗, a sensor

forwards the alert following the decrease of this subsets D S ∗ func-

tion. Once the forwarding reaches a GC of the subset, the subset

is divided in accordance to Proposition 1 and the alert delivery

is commenced for each of the subsets individually. Furthermore,

Proposition 2 also shows that Gravity Routing concept possesses

a significant potential and need for data-fusion. Thus, the delivery

routes for alerts are identified with regards to their receivers

(the subset S ∗) as well as the originating sensor. Therefore, alerts

intended for same receivers will be delivered via the same subset
f GCs. Consequently, these GCs will be in position to fuse these

lerts if they are related to identical events, and, therefore, reduce

raffic forwarding within the SE. 

Meanwhile, Proposition 2 limits the scope of SE topologies that

he concept is applicable to, as the SE connectivity graph is re-

uired to be convex representable on compact. One example of

n acceptable SE is a regular N × M sensor grid, where the grid

tep is equal to the sensor transmission range. Each sensor s ∗ of

he SE can be assigned a pair of its own grid coordinates ( x ( s ∗),

 ( s ∗)), that is also an element for compact C = [ 1 ; N ] × [ 1 ; M ] . Con-

equently, the network hop-count distance from the sensor s ∗ to

ny other sensor s equals: 

 s ∗ (x (s ) , y (s )) = | x (s ∗) − x (s ) | + | y (s ∗) − y (s ) | , 
hich is a convex function on C . An example of an alert multicast-

ng within such an SE is illustrated in Fig. 3 . An alert is multicasted

o a subset of three sensors with weights equal to 1. The original

ub-subset is divided into three at its GC (convex value equals 4),

hilst further packet forwarding aims at each sensor-destination

ndividually. 

. Gradient gravity routing 

The proposed GGR protocol is based on the GC presented

n the previous section. The protocol incorporates two inde-

endent processes carried out by the SE sensors. In the first

rocess, the User Interest Dissemination ( UID ) raises awareness

cross the SE of the expected user-presence within the SE, as

redicted by the User Interest/Presence Predictor. In the second

rocess, the Adaptive Alert Multicasting delivers alerts within

he SE regarding the user-presence values predicted for its

ensors. The following description presents both of the pro-

esses. Initially the description considers only a single group,

hile a generalization is provided later for the cases of multi-

le user-groups and application domains other than WSN Alert

ervices. 

.1. User interest dissemination 

The purpose of the UID process is to enable each environmental

ensor to provide other SE nodes with hourly updates ( Fig. 4 ) on

ts presence values predicted by the User Interest/Presence Predic-

or. The updates are periodically diffused by the sensor across the

nvironment. This allows the sensor to form their Local Overviews

f the SE by observing the UID processes of each other. Each sen-

or stores its overview internally, where the overview consists of

he “Interest ” and “Neighbor ” tables. 

The Interest Table 1 holds the user-presence values received

rom other sensors and has the following fields: IP address , last up-

ate SeqNr , user-presence value , and hop-count . Initially, the table

s empty, and its content is filled in/modified each time the sen-

or receive a new update. Sensors of the SE, whose IP addresses

re not present in the table are assumed to have 0 user-presence.

he contents of the Interest table enable the sensor to calculate its
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Fig. 4. The local overview tables within a sensor node that contains the Interest 

and Neighbor tables. 

Table 1 

Simulation parameters. 

Transceiver: CC 2420, Transmission rate 0.2 Mbps, 

Range: 25ft, 1 Control Channel, 3 Data channels 

Power consumption: Transmission (33 mW), 

Reception (56.4 mW), Idle (1.27 mW), Sleep (0.06 mW) 

Environment: 96 sensors, grid topology; User-groups: 4 

Area: ((1698300.0; 259947.0) (1698600.0; 260347.0)) 

Events: 1 min., 1pkt/s, 100 bytes/pkt 

Simulation time: 24 h; Averaging: 20 runs 
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Algorithm 1 MultiCasting(Packet PKT). 

PKT.exclude(this.id); 

if Gravity center then 

if PKT list size > 1 then 

Packet newBranchP kts []; 

newBranchP kts = RouteBranching(PKT); 

for branchP kt ∈ newBranchP kts do 

Forward( branchP kt); 

end for 

else 

Forwarding is complete; 

end if 

else 

nextHop = GetNextHop(PKT); 

ForwardTo(PKT, nextHop); 

end if 
wn cumulative network distances D S ∗ for any sensor-subset S ∗ of

he SE. 

The Neighbor table stores information that allows the sensor to

dentify the hop-count distance from each of its immediate neigh-

ors to any sensor from the Interest table. So, for each neighbor–

ensor pair the table keeps a hop count correction that indicates

hether the neighbor is either 1 hop further/closer or at the same

istance to the sensor. The contents of the two internal tables al-

ows the sensor to calculate cumulative network distances for any

f its immediate neighbors. 

Packet exchange associated with the UID process represents an

perational overhead of the GGR protocol, as it is only subsidiary

ut not alert-related information that is carried out by the pack-

ts. Indeed, the UID process may be rather resource-consuming

or the SE update-diffusion operation, and local views of the sen-

ors may be large in size. However, such an operation is neces-

ary for truly targeted information delivery. Thus, any node of the

E may generate an alert, where the delivery will require infor-

ation regarding the user-presence within the SE. Furthermore,

he extent of update-diffusion involvement and the size of local

iews will vary depending on the SE activity. For example, in cases

hen user-presence within the environment does not vary sig-

ificantly (e.g. people constantly present/working in a room/office

uring day-time), the usage and the impact of the diffusion op-

ration will be limited. Similarly, local views of the sensor nodes

ill be smaller in cases when user-presence within the SE is no-

iceably clustered. The UID overhead will become apparent when

ser-presence is spread across the SE, and density of the presence

aries rapidly. 

.2. Adaptive alert multicasting 

The adaptive alert multicasting operates assuming that the fore-

oing UID process has completed and the local network view of

ach individual sensor agrees with the global picture. Therefore,

ach sensor, while generating an alert, provides it with the list

f intended receivers. The list is generated based on the local

verview of the sensor, including only nodes with positive user-
resence values. The alert is multicasted by the network sensors

ccording to the GC concept presented earlier. Intended receivers

ncountered during the multicasting are deleted from the alert’s

ist. 

The adaptive alert multicasting is composed of the two follow-

ng operations: gradient gravity forwarding and route branching .

lgorithm 1 presents a Java-based pseudo-code of the GGR algo-

ithm. To forward an alert towards a set of intended receivers an

E node initially, based on its local overview, establishes if the

ode is a GC for the set. If not a center, the alert is further for-

arded towards a GC. The forwarding adapts to possible load het-

rogeneity within the sensor environment, as presented below. The

oute branching operation is carried out if the node is a GC. The

ist of the alert’s intended receivers is divided into a number of

ub-lists on the next-hop basis, as explained above. The division is

arried out using the Neighbor table of the SE node. The alert is

urther forwarded towards the formed sub-lists. 

While the ability of this multicasting algorithm to reach all in-

ended receivers has been shown earlier, complexity of the algo-

ithm also requires a consideration. The complexity will signifi-

antly depend on the activity of the SE users, as the alert traffic

s formed within the SE with respect to the user-interest predic-

ions. For example, in case when all of the user-interest at a par-

icular time-interval is concentrated within proximity of one node,

he shortest route will be chosen for each alarm generated within

he SE. In case when user-interest is split between two nodes, the

elivery will first target the GC of these nodes and then each node

ndividually. This will require additional alert forwarding within

he environment, which will increase the complexity of the algo-

ithm’s operation in this case. The extent to which operation will

e affected is a complex question. In this article, this question is

onsidered in Section 5 based on the simulation results. 

.2.1. Gradient gravity forwarding 

The presence of unicast user traffic (user-to-user communica-

ion), as well as heterogeneity of alert traffic from the sensors

e.g., video surveillance traffic and temperature measurements),

ill lead to network load variation within the SE. In such a case,

orwarding the alert through highly loaded regions of the SE may

ffect its delivery to a GC and further to the intended receivers.

n order to tackle this issue, the proposed solution uses gradient-

ased route adaptation technique that avoids highly loaded regions

f the network ( Fig. 5 (a)). The technique stretches across Data Link

nd IP layers as presented in Fig. 5 (b). Thus, the Load Monitoring

ervice located at the Data Link layer allows each network node

o estimate routing capacity of itself and its immediate neighbors.

he Load Monitoring service requires deployment of a cooperative
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Fig. 5. Illustration of the adaptive routing mechanism in the GGR: (a) Routing 

around high network load regions with different priority and (b) architecture of 

the cross-layer cooperation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Illustration of the data fusion process at the GC for the multicast alert. 
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MAC protocol similar to the CAM-MAC-ARCB [6] . The Routing Ca-

pacity estimations are further fed to the IP layer, where the routing

process determines the path by creating a gradient field within the

environment. Therefore, at each node i of the network the gradi-

ent field Gr n , S , n → i represents its capacity for forwarding the alert

from its origin ( n ) to a GC of the intended receivers (set S ) and is

represented through the following equation: 

Gr n,S,n → i = γ · �i + (1 − γ ) · ˆ D S (i ) , 

where ˆ D S (i ) represents the cumulative hop count to S from node i ,

normalized with respect to the alerts origin; and �i denotes the

capacity of the node to forward packets. The �i values are ob-

tained by the Data Link Load monitoring services. The normalized

cumulative hop count is represented as follows: 

ˆ D S (i ) = (D S (n ) − D S (i )) /D S (n ) , 

where D S is the cumulative hop count to S ( Section 3 ). Note that

Proposition 2 guarantees that ˆ D S (i ) ≤ 1 for any node i and has

higher values for nodes with lower accumulative distance towards

the set S . The routing process selects the path traversing through

nodes with maximal gradient field values in order to increase

chances of arriving at a GC. Therefore, γ · �i is a linear load-based

correction of the gravity-based path, where parameter γ repre-

sents reactivity of the established routes and determines how far

routes may divert while avoiding highly loaded regions of the net-

work. 

4.2.2. Data fusion 

A problem with every sensor delivering alerts into the SE is the

increased traffic on the network, which in turn will lead to high

energy consumption. Therefore, integration of a data fusion pro-

cess for the multicast communication will lower the load across

the SE. Meanwhile, as our proposed Gravity Routing concept pos-

sesses a significant potential for fusion, using an appropriate data

fusion technique together as part of GGR is particularly important. 

Typically data fusion is driven by the type of sensor data that

defines which packets and how they can be merged together.

Nowadays a wide variety of fusion techniques are available for

a wide range of sensor data stretching to multimedia and video

[8,9] . In this article, we assume that only a simple fusion process

is available to the environmental sensors. Each two alerts carry-

ing correlated information (i.e. describe similar events brought to

the attention of the same user-group) can be merged together. The

result of this merging is a single alert that accumulates informa-

tion from both of the original alerts. Such fusion is possible for

various alarms indicating presence within the environmental areas

with low/high humidity, atmospheric pressure, level of pollution.

Suppose the alerts to be fused have S 1 and S 2 lists of intended re-

ceivers. These lists may differ depending on the sensor-origins of

the alerts and their previous routes towards the node performing

fusion. Since all nodes from the S and S lists require to receive
1 2 
nformation from both of the alerts, the receiver list of the fused

lert should include nodes of S 1 ∪ S 2 . Hence, in order to describe

ompression degree of such a fusion we use the following com-

ression value metric: 

mp = | S 1 ∪ S 2 | / ( | S 1 | + | S 2 | ) . 
he metric reflects reduction of the alert traffic within the envi-

onment and may take values from the interval [0; 1]. Fusions of

igher compression degree have lower metric values. 

Fig. 6 illustrates fusion of two correlated alerts originated from

ifferent environmental sensors. Alerts A and B are multicasted to

he same set of sensors that further propagate these alerts to the

sers. Initially each of the alerts is propagated to the GC of the

eceivers, where the alert fusion is performed. Even though alert

 is delivered to the GC via one of the receivers, the result of the

usion AB is propagated to both of the receivers. 

.3. Multiple user-groups and other applications 

While the description of the previous subsection assumes exis-

ence of only a single user-group, transition to the case of multiple

roups is presented here. The transition concerns the concept of

ulticasting rather than the proposed routing protocol. 

The proposed solution treats users of each group independently

nd disregards interdependencies between their behavior/group

obility. Therefore, the UID operation is required to cater for all

f the groups. Hence, the updates provided by the sensors are re-

uired to contain necessary information for all the groups. An-

ther modification will concern the Interest tables that are re-

uired to reflect group information for the stored user-presence

alues. These modifications enable each sensor to calculate neces-

ary D S values for each alert for a number of social groups. 

Even though, the GGR protocol is considered in this article

olely in the context of a Fog implementation of WSN Alert

ervices, the protocol can be also easily adopted and applied in

ther domains. The GGR is effectively a multicast routing protocol

hat performs information delivery with respect to a certain

uantitative measure (i.e. weight) associated with the network

odes. Thus, in order to apply the protocol to a particular domain,

t is only the measure that needs to be adopted while the GGR

issemination and GGR multicasting processes may be used as

resented in this article. The fusion component of the protocol

ill need to be developed regarding to the information exchanged

ithin the network. 

. Simulation 

In order to validate the proposed GGR protocol for Fog Alert

ervices, an extensive simulation work has been conducted on our

ava-based event driven simulator. The simulation is divided into

 number of subsections, which evaluate the proposed solution in

omparison against other state-of-the-art multicast protocols and

onsider the adaptability of the alert delivery in the presence of

ser-to-user unicast traffic sent via the SE. 
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Fig. 7. Impact of varying the number of event epicenters on the (a) delivery ratio; and (b) delay. 
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.1. Simulation setup 

This section presents a detailed description of the simulation

etup used for the evaluation. The overall simulation parameters

re presented in the table above. 

.1.1. Environmental sensor network 

As it has been presented above, our proposed solution is based

n the Gravity Concept of multicasting that requires connectiv-

ty graph of the sensor environment to be convex representable

n compact. Therefore, we consider a wireless sensor environment

hat consists of 96 sensors organized in a grid topology with step

ize equal to 7 m. Each of the sensors is equipped with a single

C 2420 transceiver. At the Data Link layer each sensor employs

AM-MAC-ARCB [6] due to its ability for spare channel-capacity

stimation. In order to reduce the alert traffic each sensor is en-

bled to perform a sensor data fusion, that merges alerts related to

he same event. We consider sensors to be of a multi-purpose na-

ure, where each sensor may obtain environmental measurements.

ased on these measurements, the sensors detect occurrence of

pecific events within the environment. Each hour one event rel-

vant to one of the user-groups occurs. 

vent structure: Each event considered during the simulation lasts

or a duration of 1 min. We assume an event to have a number of

picenters uniformly distributed across the environment. All epi-

enters are of equal size M , where at each epicenter the event will

e detected by M sensors nearest to the center. Each such sensor

ransmits alert packets of 100 bytes with 1 pkt/s frequency for the

uration of the event. 

.1.2. User mobility 

Using realistic activity logs for users is highly beneficial for

he evaluation. Therefore, we derive user activities from the “UCSD

ireless Topology Discovery Trace ” presented in [10] . The trace ac-

umulates activities for a large amount of computer science stu-

ents of the University of California, San Diego. The trace contains

ignal strength measurements for each student device obtained by

arious on-campus APs whose geographical locations are also sup-

lied with the trace. This, in turn, allows us to approximate for

ach user device its location at any time t as the weighted aver-

ge of the APs’ coordinates with respect to the registered signal

trength. Unfortunately, the trace does not reflect particular prefer-

nces of individual students; hence, these preferences are assigned

andomly. Based on the assignment, the students are divided into

our groups. The SE considered in the simulation is located within

he geographical area with the following coordinates ((1698300.0;

59947)(1698600.0; 260347)). Each simulation run considers one

f the days (24 h, 29th October 2002) that user information is

ogged in the UCSD trace. 
.1.3. Comparison of protocol performance 

We compare our proposed routing protocol (GGR) against two

f the previously proposed protocols for multicasting: Shortest Path

ree ( SPT ) and RBMulticast [11] . RBMulticast is a typical example

f the geographical multicast approach. Each multicasted alert is

orwarded in a hop-by-hop fashion. Each forwarding node groups

he destinations of the alert based on their quadrants with re-

pect to the node. The alert is forwarded towards geographical

enters of these groups. The SPT protocol is widely used for mul-

icast protocol evaluation. SPT presents a typical example of the

tructure-based multicast approach. Each alert is passed down a

ree that consists of the shortest path connecting the source of the

lert with the destination. The tree is built incrementally using the

akahashi–Matsuyama heuristic [12] . The GGR is presented above

n Section 4 . As γ parameter represents the reactivity (ability to

ivert traffic from highly-loaded parts of the network) of the GGR

o external and unicast traffic, scenarios where such a traffic is ab-

ent use γ equal 0. The influence of γ is considered independently

n the part of the evaluation that is dedicated to the adaptability

f the solution. 

.2. Performance evaluation for varying number 

f alert epicenters 

Fig. 7 (a) and (b) presents results obtained for events with var-

ous number of epicenters of size 1. Events with a higher number

f epicenters are detected by a larger number of sensors, which re-

ults in a larger amount of alert traffic propagated by the sensors

owards users. The comparison of the three protocols show similar

erformances for a smaller numbers of epicenters. Meanwhile, the

erformances of all three protocols deteriorate with the increase

f the number of epicenters. However, despite the deterioration,

he protocols exhibit good performance, where even for the high-

st number of epicenters, the drop in the delivery ratio does not

xceed 6%. Regarding the alert delivery ratio ( Fig. 7 (a)) and the de-

ay ( Fig. 7 (b)), the GGR suffers the most from the increase, while

he best performance is shown by SPT. 

The reason for the behavior of the protocols demonstrated in

ig. 7 (a) and (b) comes from the number of hops each protocol

equires an alert to travel during its delivery ( Fig. 8 (a)). Thus, SPT

elects the shortest paths towards the destinations and hence min-

mizes the number of hops. GGR and RBMulticast cluster the desti-

ations and accomplish the delivery via the cluster centers. There-

ore, GGR and RBMulticast require the alert to travel higher num-

er of hops than SPT. Meanwhile, each destination cluster of GGR

s further divided only at one of its centers, while in the case of

BMulticast such a division may occur earlier. Each division fo-

uses the delivery on particular nodes and correspondingly cor-

ects its route. Thus, early division makes the delivery more tar-

eted and shortens its route. Hence, GGR makes the alert to travel

 higher number of hops than RBMulticast. However, the high po-
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Fig. 8. Impact of varying the number of epicenters on the (a) hop count; and (b) network power consumption. 
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tential of GGR for data fusion allows it to significantly reduce the

energy expenditure of the environmental sensors. Thus, Fig. 8 (b)

shows that GGR has the least aggregated network power consump-

tion (across all nodes of the SE) amongst the three protocols. 

5.3. Data fusion performance 

Next we present results on the impact that data fusion has

on the performance of the protocols. The results are obtained

for events with five epicenters of various sizes. Fig. 9 (a) and

(b) presents the comparison of the node compression values

( Section 4.2.2 ) as well as the rates at which alert packets are for-

warded (forwarding rate) by the sensor nodes. Increase of the epi-

center size results in an increase of the number of the environ-

mental sensors generating alerts. Delivery of an increased number

of alerts requires an increased number of packets to be forwarded

within the SE. Meantime, the increase is restrained by data fusion

executed by the sensors (compression value decreases as shown in

Fig. 9 (b)). Therefore, GGR has the lowest forwarding rate due to its

high potential for data fusion (lowest compression value). SPT ex-

periences lower increases in the forwarding rates than RBMulticast

again due to the differences in the length of the selected delivery

paths. The growth in the event size has different effects on the per-

formances of the protocols due to the inequality of the forwarding

rate increase ( Fig. 10 ). 

5.4. Solution scalability 

Figs. 11 and 12 present scalability study of the protocols. The

study considers altering the size of the area covered by the SE.

We consider only two alteration types: reduction and extension

of the original area along the Y -axis. The alteration changes the

amount of sensor of the environment but neither affects the dis-

tance between neighboring sensors nor their grid-like placement.

Therefore, the altered environments still conform to the require-

ment of the Gravity Concept. The results are obtained for networks

of 32–160 sensors, whereas all events have 25 epicenters of size
. The figure shows that extension of the coverage area leads to

 performance degradation observed for all three protocols. How-

ver, such a degradation is inevitable, since in larger SEs, infor-

ation is expected to be further distanced from the users, and

herefore its delivery requires longer routes ( Fig. 11 (a)). Meanwhile,

he comparative performances of the protocols remain similar to

he ones as observed previously. GGR requires a higher number

f hops ( Fig. 11 (a)) for delivery and this slightly affects that deliv-

ry ratio ( Fig. 11 (b)). However, the potential of data fusion results

n a lower forwarding rate for GGR ( Fig. 12 (a)), which results in a

igher energy efficiency ( Fig. 12 (b)). 

.5. Adaptability performance 

This part of the simulation evaluates the ability of our proposed

olutions to adapt to various network heterogeneities that alert de-

ivery may encounter. Since the essence of this ability is repre-

ented by the γ parameter of the GGR, the evaluation considers

sing various γ -values. 

Fig. 13 (a)–(c) presents results obtained for the case of events

f 5–40 epicenters of size 1. Thus, the figures demonstrate deliv-

ry ratio and delay improvement resulted from using 0.2 and 0.4

-values in comparison to the 0.0 value. Limited number of nodes

orming the gravity hierarchy utilized by the GGR may concentrate

oad in certain parts of the SE, and this may, in turn, affect the

lert delivery process. Using a higher γ -value stretches the hier-

rchy across a lager set of network nodes, and therefore, achieves

 better load balance across the network. This effect is more visi-

le for events with a higher number of epicenters as they trigger a

arger amount of alert traffic. However, due to the moderate rate of

he alert traffic (even in cases of high event scales), the loss due to

he heterogeneity of the alert forwarding traffic is also quite mod-

rate. This explains relatively low gain values demonstrated by the

gures. Meanwhile, the stretch increases the alert forwarding rate

f the SE ( Fig. 13 (b)), which results in an increase of the network

ower consumption ( Fig. 13 (c)). 
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Fig. 10. Impact of varying the epicenter size on the (a) delivery ratio; and (b) network power consumption. 
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Fig. 11. Impact of varying the size of the sensor environment on the (a) hop count; and (b) delay. 
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Fig. 15. User mobility patterns: (a) UCSD campus; (b) Helsinki city center. 
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Fig. 14 (a)–(c) presents evaluation of the ability of our proposed

solution to adapt to traffic heterogeneities that may occur within

the environment due to the presence of unicast user-to-user com-

munication. For that purpose, we consider alert delivery for events

with 25 epicenters of size 1 in case of 1 unicast communication

established. The communication involves packet exchange between

two of the present users, that generate CBR traffic at rates between

0 to 52.5 Kbps each. Fig. 14 (a) presents values for the alert deliv-

ery ratio in case of 0.0, 0.1, 0.2 and 0.4 γ -values utilized by the

GGR. Using a higher γ -value increases reactivity to traffic hetero-

geneities of the alert multicasting and guides the packet forward-

ing process further away from highly loaded parts of the network.

This results in the increase of the alert delivery ratio, as it is pre-

sented by the figure. However, it also results in a larger number of

network nodes involved in the packet forwarding process, which

consequently results in an increase in the sensor energy consump-

tion. Thus, Fig. 14 (b) and (c) shows the increases in forwarding

rate and network power consumption resulting from using various

γ -values in comparison to the 0.0 value, where the results corre-

spond to 17.5 and 35 Kbps user-to-user unicast rates. 

5.6. Effect of user behavior 

The performance of an SE significantly depends on the be-

havior/group mobility of the users within the coverage area of

the network, and this in turn will affect the Fog Alert Ser-

vice performance. Thus, for an individual alert, its destinations

and, therefore, the delivery routes are identified with respect

to the user presence on per-group basis. These routes influence

the overall performance of the SE. To provide an illustration for

this effect, we compared performance of the three protocols for

the main UCSD mobility trace against a trace that is artificially

generated using The One Simulator [13] . The artificial trace mod-

els 24-h mobility of 100 individuals whose work-places are lo-

d  
ated within an area of the city of Helsinki limited by streets:

abianinkatu , Sofiankatu , Esplandi and Aleksaterinkatu . The area is

quipped with an 18X18 SE that alerts the users. Performance of

he network is compared with an SE of identical-size deployed at

he UCSD campus. While in other sub-sections we consider users

f a number of groups, in this sub-section we consider users of

nly one group in order to simplify presentation of differences in

heir mobility for the two scenarios. 

Fig. 15 presents normalized user presence density accumu-

ated over the 24 h period (values equal to 1 correspond to most

opular locations amongst the users). The figure clearly demon-

trates difference between line-wise (i.e. city-street) geometry of

ser presence in Fig. 15 (a) and campus-wise geometry presented

n Fig. 15 (b). Appearances of the users in the UCSD scenario have

 more-pronounced cluster nature, while user-appearances in the

elsinki scenario are distributed along the streets within the con-

idered area. 

Figs. 16 and 17 present performance evaluation of the three

rotocols in the two scenarios. The evaluation compares results ob-

ained for alerts generated for events with various number of epi-

enters of size 5. Due to the larger sizes of the SEs considered, in

his sub-section we consider appearance of five concurrent events

o increase visibility of various networking effects (i.e. link conges-

ion, delivery ratio degradation etc.). 

Fig. 16 (a) compares the results on alert delivery ratio for the

hree protocols obtained for the UCSD scenario. A relatively large

ize of the SE coupled with the increased alert traffic created due

o the events result in a performance degradation somewhat simi-

ar for all three protocols. Meantime, Fig. 16 (b) presents the drop in

elivery ratio observed for the Helsinki scenario in comparison to

he UCSD scenario under the same traffic conditions. Thus, a higher

eographical dispersion of users in the Helsinki scenario results in

 higher dispersion (within the network) of sensor alerts that are

elivered to the users, and an increase of traffic load created by the



S. Ivanov et al. / Ad Hoc Networks 46 (2016) 61–74 71 

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  2  4  6  8  10

D
e

liv
e

ry
 R

a
ti
o

(a) No. of Epicentres

UCSD

GGR
SPT

RBMulticast -0.05

 0

 0.05

 0.1

 0.15

 0.2

 0.25

1 2 3 4 5 6 7 8 9 10

D
e

liv
e

ry
 R

a
ti
o

 D
ro

p

(b) No. of Epicentres

Helsinki

GGR
SPT

RBMulticast
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lert delivery. This increase is partially mitigated by GGR and RB-

ulticast protocols where alert propagation is performed via a set

f clusters identified amongst those sensors. The SPT protocol does

ot incorporate such a clustering technique, which makes its per-

ormance the most vulnerable. Fig. 17 shows the same effect but

or the aggregate power consumption of the environmental sen-

ors. 

Fig. 18 illustrates the differences in alert-delivery processes of

he three protocols. The figure includes six heat-maps represent-

ng packet forwarding within the SE. The results are accumulated

uring 12:0 0–13:0 0 and 19:0 0–20:0 0 time intervals of one of the

imulation runs for the Helsinki scenario. The heat-maps follow a

articular color scheme representing the setup used for the sim-

lation run. Thus, red is used to mark regions of sensor-alert ori-

in within the environment. User presence for the considered time

ntervals is presented by color-grades ranging from light-blue to

lue. Blue regions have higher user-densities that typically orig-

nate due to continuous users presence at specific locations (i.e.

ork places, restaurants, etc.). These regions could be also eas-

ly located on Fig. 15 (b). Light-blue represent regions that users

ainly pass through. Such a presence is typically low and may be

ess visible on Fig. 15 (b). Finally, intensity of the packet forward-

ng by the environmental sensors is depicted by color-grades rang-

ng from white to black, where darker color corresponds to higher

ntensity. The intensity is shown only for the sensors other than

hose associated with user presence and/or alert generation due to

heir natural involvement in the alert-delivery process. 

l  
As it can be seen from Fig. 18 (d)–(f), all three protocols limit

he area-delivery process to the areas of expected user presence.

eanwhile, due to possible user presence along a border of a spe-

ific area (i.e. the area enclosed by the streets considered in the

elsinki scenario), the alert delivery of SPT and RBMulticast proto-

ols also involves sensors within the area. Usage of these sensors is

ignificantly reduced in case of the GGR protocol due to the use of

he gravity-based concept. This illustrates how user behavior/group

obility may influence the alert delivery, and shows a certain de-

ree of robustness of the proposed GGR solution. 

. Related work 

Although wireless routing have received considerable attention

rom the research community, only a limited number of stud-

es focus on either “many-to-many” or “any-to-many” commu- 

ication protocols. While majority of the routing solutions for

SNs concentrate on conventional sensor-to-gateway communica- 

ion, “many-to-many” and “any-to-many” communication patterns 

re more suitable for Fog Services, especially those of the type con-

idered in the article. A truly Fog-oriented routing solution should

epresent a distributed routing protocol, that supports communi-

ation patterns of the Fog Services, while insuring efficiency of

he information delivery. The solution will need to be highly dy-

amic to support potentially changing needs of the Fog Service

e.g., changing user-presence through out the day), be reactive to

oad heterogeneity, easily integrate with data fusion solutions tech-
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Fig. 18. Effect of user mobility behavior on alert forwarding within the environment at different times of the day. The color schemes are as follows: The alerts are the red 

scales; the user presence are the blue scales, while the packets forwarded are the gray scales. (For interpretation of the references to color in this figure legend, the reader is 

referred to the web version of this article.) 
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niques. In this section we overview existing techniques that can

support of the Fog Alert Services considered in this paper. 

6.1. Topology-based routing 

Topology-based solutions make use of various graph-theoretic

node structures (trees, multi-trees etc.) found within the network.

Thus, some of the solution (e.g., Lee et al. [14] ) advocate usage

of a network backbone, common for all of the network nodes.

The backbone defines data delivery routes for unicast as well as

multicast communication and therefore significantly simplifies

information exchange within the network. However, various costs

(e.g., bandwidth, energy) of the backbone construction and main-

tenance present a significant disadvantage. While some of the

research target minimization of such costs (e.g., location-based

node-clustering [15] ), an alternative approach of on-demand

routing is also presented in the literature. For example, for each

multicast communication, Leung and Song [16] suggest building

an independent Steiner tree that connects the sender and the

receivers. The tree is built on-demand in a distributed fashion

via a min–max tree-finding algorithm that simplifies complexity

of the routing. Mottola and Picco [17] propose a solution that

improves performance of the network by merging a number of

multicast trees built for sources with the same recipients into

a single multi-tree. Motskin et al. [18] present a mesh-network

solution that provides users with information from a fixed set of

sources. Each source is connected to its destinations through a

specific hierarchical well-separated tree that is established within

the network during run-time. Similar problem was considered by

Tu et al. [19] who developed a solution for video multicasting

from a set of gateways via a large wireless mesh network. Even

though on-demand routing allows avoiding costs of the network

back-bone maintenance, the approach has its own limitations. For

instance, for the scenario considered in this article frequent alerts

within the SE will result in frequent multicast routing and will,

consequently, affect the efficiency of the overall SE. Furthermore,

additional modifications will be required to accommodate data

fusion in case of the on-demand routing. The modifications will

need to ensure existence of common nodes amongst the delivery
aths built for different alert source. Meanwhile, Gravity Concept

f routing naturally accommodates data fusion. 

.2. Geographic routing 

As an alternative to topology-based routing the approach of ge-

graphic multicasting, or geo-casting has been proposed in the lit-

rature. The approach presents a packet delivery process that re-

ies on the geographical location of the network nodes rather than

he network connectivity graph. The approach assumes that each

ode is aware of its own location (e.g., GPS coordinates), while

ach multicast sender is also aware of the locations of its receivers.

or example, authors in [20,21] present techniques of restricted

ooding that target specific geographical areas of location of the

ulticast receivers. Such flooding solutions are quite effective for

cenarios where the destinations are expected to form relatively

ense groups (e.g., multicasting data to a moving group of soldiers)

ithin the environment. Meanwhile, their performances degrade

hen there is an increase in the sparsity of receivers’ locations.

herefore, various research propose using location information to

efine multicast data-delivery routes within the network. For ex-

mple, Galluccio et al. [22] propose a solution where each sender

nd receiver are required to build a multicast tree in a hop-by-hop

ashion by minimizing the accumulative physical distance towards

he receivers. [23] , a hop-by-hop technique is proposed, where the

ulticast tree is established with respect to the directions from the

ocation of the current hop towards the locations of the receivers.

eng et al. [11] present a quadrant-based hop-by-hop technique.

verall, in the case of geographic routing, node location presents a

lobal information used by the network to simplify routing. How-

ver, potential discrepancy between geographic distance and net-

ork hop-count may affect optimality of the discovered routes.

lso, similar to the on-demand routing (see previous subsection)

eographic routing requires specific modifications to accommodate

ata fusion that is strongly beneficial for the considered applica-

ion scenario. We compare our solution with the top state-of-the-

rt geographic routing solution, namely RBMulticast [11] . Perfor-

ance of GGR protocol matches RBMulticast in terms of alert de-

ivery ratio, while minimizing energy consumption of the network.
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. Conclusions 

Engineering and design of Wireless Sensor devices and their

etwork has significantly improved over the last number of years.

he improvement has resulted in an increase of computational ca-

acity of Wireless Sensor Networks. In view of that Fog Comput-

ng paradigm has been introduced by CISCO, where functionality

f applications and services is proposed to be hosted by near-user

evices or edge device such as wireless gateways and sensors. In

his articles we have considered a possible Fog Implementation

f WSN-based Alert Services. In particular, we have focused on

argeted WSN-alert delivery based on direct interaction amongst

ser devices and sensors, as part of a Fog Service. We have pro-

osed a solution that allows wireless sensors to be merged into

 single Sensor Environment (SE) that delivers alerts generated

y the sensors to the users. The alert delivery represents a user-

ware multicast process lead by user presence within the SE. The

ulticast process uses our Gravity Routing Concept that has been

arefully considered and proven for the case of wireless networks

hose connectivity graphs are convex representable on compact.

he multicast process is incorporated with an adaptive routing

echnique, namely the Gradient Routing. The resulting Gradient

ravity Routing (GGR) protocol presents the core of the proposed

olution. The protocol has been evaluated through a series of sim-

lations that compare its performance against two state-of-the-art

echniques: RBMulticast and SPT. The simulation has considered

erformance of the three protocols for a large variety of alert sce-

arios and has shown higher efficiency of GGR protocol due to its

ffective use of data fusion. The simulation work has also evalu-

ted the ability of GGR to adapt to various traffic heterogeneities

ithin the SE. The evaluation shows that the adaptation improves

he quality of the alert delivery of the SE, however, the improve-

ent comes at a certain energy-related price. Performance gain

rom using the proposed solution is also influenced by the end-

ser behavior/group mobility, where an example of such an influ-

nce has been provided in the article. Our evaluation shows that

lert delivery of GGR protocol has a higher degree of robustness to

uctuations of user behavior. 

By integrating a certain level of intelligence driven by dynamic

ser group mobility into the Wireless Sensor Networks, our pro-

osed GGR routing has shown how a Fog Alert Service can be de-

eloped. The proposed approach will minimize the frequency in-

eractions between the Wireless Sensor Networks and the cloud,

hile enabling services to be developed in the Fog to allow spon-

aneous information delivery as the user moves through the net-

ork. 
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