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Abstract

In this paper, a low power ultra-wideband (UWB) CMOS LNA was designed exploiting source inductive degeneration technique operating in the frequency range of 3.1–10.6 GHz. In order to achieve low noise figure and high linearity simultaneously, a modified three-stage UWB LNA with inter-stage inductors was proposed. Forward Body-Biased (FBB) technique was used to reduce threshold voltage and power consumption at the first and third stages. The second stage is a push–pull topology exploiting the complementary characteristics of NMOS and PMOS transistors to enhance the linearity performance. The proposed LNA was simulated in standard 0.13 μm CMOS process. A gain of 19.5 ± 1.5 dB within the entire band was exhibited. The simulated noise figure (NF) was 1–3.9 dB within the bandwidth. A maximum simulated third-order input intercept point (IIP3) of 4.56 dBm while consuming 4.1 mW from a 0.6 power supply was achieved. The simulated input return loss (S11) was less than –5 dB from 4.9 to 12.1 GHz. The output return loss (S22) was below –10.6 dB and S12 was better than –70.6 dB.

1. Introduction

Since the Federal Communication Commission (FCC) has allocated 7500 MHz bandwidth for UWB application in the unlicensed frequency range of 3.1–10.6 GHz, the related technologies have attracted much attention from both industry and academia [1]. This technology has become more popular for broadband wireless communication research due to its characteristics of high data rates, low power transmission, robustness for multi-path fading and low power dissipation [2]. LNA is the first stage of any communication receiver, and its main function is to overcome the noise problem for subsequent stages providing enough gain to make the signal easier to process [3]. LNA design involves tradeoffs among many of figures of merits, such as gain, noise, power dissipation, input matching, stability, and linearity [4]. Such an amplifier must feature wide-band input matching to a 50Ω antenna, flat gain over the entire bandwidth, good linearity, minimum possible noise figure, and low power consumption [5]. The increasing demands on portable wireless devices have motivated the development of CMOS Radio Frequency Integrated Circuits (RFICs), these portable devices require low power dissipation to maximize Buttery lifetime [6]. Integrating large amount of circuits for sure requires low power consumption design techniques; therefore wide attention has been paid to the low power fully integrated LNA designs [7]. However, due to inductive loss, the input filtering structure choice can greatly affect the noise figure performance at higher frequencies, gain flatness in band [8]. Instead of using conventional second or third-order Chebyshev filtering structures, a high pass filter is designed to reduce the number of inductors, die area, cost, and noise performance. Several CMOS LNAs have been successfully demonstrated in UWB technology as reported in [1,8,9].

We proposed a three-stage LNA to solve the noise figure and linearity problems, simultaneously. The designed UWB LNA is based on the cascode topology as the first stage to achieve good trade-offs among noise figure, input return loss, and gain. A Complementary Push–Pull (CPP) topology is used to improve the linearity of the proposed LNA as the second stage. A simple Common Source (CS) with shunt peaking technique is designed as the third stage to enhance the gain in the frequency range.

This paper is organized as follows. In Section 2, input impedance matching network will be described. FBB and linearization techniques will be presented in Section 3. In Section 4, we explain the gain and noise analysis of the designed circuit. The proposed circuit and design considerations are presented in Section 5. In Section 6, the simulation results and a comparison with other published works are presented. Section 7 summarizes and concludes this work.

2. Input impedance matching network

The wideband input impedance matching is one of the most critical design tasks in UWB circuits [8]. To deliver the maximum
power from the antenna to the LNA, matching to the impedance of antenna, e.g., 50 Ω is required at the input port of the LNA. For wideband application, this impedance matching should be obtained over a wide frequency range at the input port of the LNA and is usually a major challenge considering the noise and power consumption requirements. To overcome the deleterious effect of real resistors on the NF of LNAs, designers suggest the use of inductively degenerated LNA to generate the required input impedance. This topology produces a real resistor, with this advantage that it does not have the thermal noise of a resistor; therefore, the noise figure of the LNA can be reduced. The inductively degenerated common-source technique is widely used in narrow band designs [10]. However, in this paper a high pass filtering structure with source inductive degeneration is chosen at the input port of the LNA to achieve wideband impedance matching.

The LC filtering structure performs two tasks: (i) filtering network function to obtain the desired lower-end cut-off characteristic; (ii) to achieve low input return loss coefficient within the desired band. The cut-off frequency of high pass LC filter is chosen close to lower-end cut-off frequency for suppressing signals outside the whole band.

The combination of $M_1$ input parasitic capacitance ($C_{gs}$), external capacitance ($C_{ex}$), source degeneration inductor ($L_s$) and input LC filter form a multisection LC ladder filtering structure that can achieve a wideband input matching characteristic of 50 Ω. The input impedance which can be seen from the input port of the LNA is shown in Fig. 1 and expressed as follows:

$$Z_{in}(s) = \frac{1}{sC_{t}} + sL_s \left[ \frac{1}{sC_{t}} + R_{eq} \right] \quad \text{and} \quad C_t = C_{gs} + C_{ex}$$

where $C_t$ and $L_t$ are the high pass filter capacitance and inductor, respectively and $R_{eq} = g_mL_s/C_t$.

### 3. Bias condition and linearity analysis

#### 3.1. FBB technique analysis

A long-channel improvement mode n-MOSFET, where source, body and drain terminals are connected to ground is shown in Fig. 2. Consider an external voltage is connected to the gate terminal, which is initially zero. As $V_{CS}$ becomes more positive, the holes in the P-substrate are repelled from the gate area, leaving negative ions behind so as to mirror the charge on the gate. In other words, a depletion region is created. Under this condition, no current flows because no charge carriers are available. As $V_{CS}$ increases, so do the width of the depletion region and the potential at the oxide–silicon interface. When the interface potential reaches a sufficiently positive value, electrons flow from the source to the interface and eventually to the drain. Thus a channel of charge carriers is formed under the gate-oxide between source and drain, and the transistor is turned on. We also say the interface is inverted. The value of $V_{CS}$ for which this occurs is called threshold voltage, $V_{th}$ [11].

The biggest problem with a low voltage design is the limitation of the $V_{th}$, since it is not expected to decrease much below what is available today [12].

FBB technique is introduced to solve this limitation problem and further reduce $V_{th}$. The threshold voltage of MOSFET equation is well-known as

$$V_{th} = V_{th0} + \gamma (V_{BS} - \sqrt{2qV_{th0}} - \sqrt{2qV_{th}})$$

where $V_{th0}$ is the value of $V_{th}$ with $V_{BS} = 0$, $\gamma$ is the bulk threshold parameter and $\phi_f$ is the strong inversion surface potential of the NMOS. According to the above equation, increasing the $V_{BS}$ can reduce the $V_{th}$, which can reduce the power supply and power consumption. The junction between body and source is reversed-biased or zero-biased mode. If bulk voltage becomes positive than the source voltage, $V_{BS}$ becomes positive; therefore, the threshold voltage can be reduced. The $V_{BS}$ should be set as high as possible, but there is a limit to the amount of the $V_{BS}$, which can be applied due to CMOS latch up. The lower limit for the $V_{BS}$ is set by the amount of off-state or leakage current (due to standby power considerations in static circuits including the latch up) [3].

Fig. 3 shows the latch up current versus forward bias voltage. The latch up current is relatively low when forward biased source-substrate is below 0.4 V [13].

#### 3.2. Linearity analysis

The main source of nonlinearity in a LNA is the nonlinear trans-conductance $g_m$ due to nonlinear $I_{ds}$–$V_{gs}$ relation [15]. The transfer function of a short-channel transistor can be expressed as follows [16]:

$$i_{ds} = K \frac{x^2}{1 + \theta x}$$

$$x = 2\eta \phi_f \ln \left( 1 + \exp \left( \frac{V_{gs} - V_{th}}{2\eta \phi_f} \right) \right)$$

$V_{gs}$ is the gate-source voltage, $i_{ds}$ is the drain-source current, $\phi_f$ is the thermal voltage $kT/q$, $K = 0.5 \mu_0 C_{ox} W/L$, and $\theta$ is the normal field mobility degradation factor. $\eta$ is the rate of exponential increase of drain current with gate-source voltage in sub-threshold region and the size of the moderate inversion region. Taylor series expansion of voltage–current characteristic can be
described as follows:

\[ \begin{align*}
    I_{ds} &= g_{m1} V_{gs} + g_{m2} V_{gs}^2 + g_{m3} V_{gs}^3 + \ldots \\
    \end{align*} \quad (5) \]

where \( g_{m1} \) is the main trans-conductance of the MOSFET, \( g_{m2} \) is the second-order nonlinear coefficient obtained by the second-order derivative of the DC transfer characteristic, and \( g_{m3} \) is the third-order nonlinear coefficient obtained by the third-order derivative of the DC transfer characteristic. The coefficients of the above equation can be given by [17]

\[ \begin{align*}
    g_{m1} &= \frac{\partial I_D}{\partial V_{gs}} \\
    g_{m2} &= \frac{1}{2} \frac{\partial^2 I_D}{\partial V_{gs}^2} = \frac{1}{2} \frac{\partial g_{m1}(V_{gs})}{\partial V_{gs}} \\
    g_{m3} &= \frac{1}{3} \frac{\partial^3 I_D}{\partial V_{gs}^3} = \frac{1}{3} \frac{\partial g_{m2}(V_{gs})}{\partial V_{gs}} \\
    \end{align*} \quad (6-8) \]

Fig. 4 shows a CPP topology which is chosen to improve the linearity of CMOS LNA. According to the above equations, the transfer functions of the PMOS and NMOS transistors are described as follows:

\[ \begin{align*}
    I_p &= -g_{m1p} V_{gs} + g_{m2p} V_{gs}^2 - g_{m3p} V_{gs}^3 + \ldots \\
    I_n &= g_{m1n} V_{gs} + g_{m2n} V_{gs}^2 + g_{m3n} V_{gs}^3 + \ldots \\
    \end{align*} \quad (9-10) \]

As can be seen in Fig. 4, \( I_{out} = I_n - I_p = (g_{m1n} + g_{m1p}) V_{gs} + (g_{m2n} - g_{m2p}) V_{gs}^2 + (g_{m3n} + g_{m3p}) V_{gs}^3 \) \quad (11)

More attention has been given to the third-order nonlinear term, which is the main contribution of nonlinearity. The third-order IP3 products exist at four frequencies: \( (2f_1 - f_2) \); \( (2f_2 - f_1) \); \( (2f_1 + f_2) \); and \( (2f_2 + f_1) \). The last two terms are located at a high frequency and can be neglected. The two first terms are located in the band of interest. Fig. 5 shows the simulated drain current and its derivatives with respect to \( V_{gs} \) for NMOS and PMOS transistors operating in the strong inversion region. The third-order nonlinear coefficient of NMOS and PMOS transistors are shown in Fig. 6. As can be seen from it, gate bias voltages and sizes of the transistors are chosen such to align the positive peak of the PMOS transistor with the negative peak of the NMOS one, resulting in the \( g_{m3} \) will be close to zero.

The IIP3 of a nonlinear device is as follows [18]:

\[ IIP3 = \sqrt[4]{\frac{g_{m1}}{3 g_{m3}}} \quad (12) \]
By using CPP configuration and choosing appropriate gate voltages and sizes of transistors, IIP3 of the LNA can be improved. With a simple analysis, the proposed technique can boost $g_m^1$ and reduce $g_m^3$ (see Fig. 6). Therefore, CPP technique can highly improve the LNA linear performance in the frequency range.

4. Gain and noise analysis

4.1. First stage gain analysis

Fig. 7(a) shows the circuit of cascode topology with series peaking inductor ($L_x$). Fig. 7(b) shows the small signal model at high frequencies that is suitable for calculating the total voltage gain as follows:

$$\frac{V_{out1}}{V_{g1}} = \frac{V_{v2}}{V_{g1}} \frac{V_{d2}}{V_{v2}}$$

(13)

where $V_{d2} = g_m^2 V_{g2} L_{d1 S}$ and $V_{v2}/V_{g2}$ is calculated by multiplying the $V_{v2}/V_{d1}$ and $V_{d1}/V_{g1}$ which is expressed as follows:

$$\frac{V_{d2}}{V_{v2}} = \frac{-g_m^2 V_{g2} L_{d1 S}}{V_{v2}}$$

(14)

$$\frac{V_{v2}}{V_{g2}} = \frac{1}{S^2 L_x C_{g2} + SL_x g_m^2 + 1}$$

(15)

$$\frac{V_{d1}}{V_{g1}} = -\frac{g_m^1}{Z_x S} \left( \frac{1}{S C_{g1}} \right)$$

(16)

where $Z_x$ is the impedance that can be seen from the drain of CS in cascode topology (shown in Fig. 7(b)) and approximately can be given as

$$Z_x \approx S L_x + \frac{1/g_m^2}{1+S(g_{m2}/g_m^2)}$$

(17)
where $T$ is the absolute temperature in Kelvin, $\Delta f$ is the noise bandwidth in Hertz and $K$ is the Boltzmann constant.

The PSDs of channel thermal current and gate-induced noises are given by [19,20]

\[
\overline{I^2}_{n,R} = 4KT T \frac{1}{R_s} \Delta f
\]

\[
\overline{I^2}_{n,G} = 4KT \delta g_{sg} ^2 \Delta f
\]

where $g_{sg}$ is the equivalent shunt gate conductance, which is given by [19]

\[
g_{sg} = \frac{(\omega C_{gs})^2}{5g_{ds}}
\]

where $g_{ds}$ is the drain conductance for zero drain-source voltage and $\gamma$ is a technology-dependent parameter and has a value of around 2/3 for long-channel devices in saturation region (in short channel devices $\gamma$ is larger and its value is between 2 and 3) [21]. $\delta$ is the gate noise coefficient and is also a technology-dependent parameter. Its value is 4/3 for long channel devices and is augmented by a factor of 2 in short channel devices.

### 4.2. Noise analysis

#### 4.2.1. Sources of noise

The generic small signal model of a cascode topology with noise sources is shown in Fig. 9. Four sources of noise have been considered: the thermal noise of source resistance ($i_{n,s}$), thermal noise of the channel current ($i_{n,c}$), gate-induced current noise ($i_{n,g}$), and the thermal noise of the output resistance ($i_{n,o}$). The Power Spectral Densities (PSDs) of $i_{n,s}$ and $i_{n,o}$ are as follows:

\[
\overline{I^2}_{n,s} = 4KT \frac{1}{R_s} \Delta f
\]

\[
\overline{I^2}_{n,o} = 4KT \frac{1}{R_{out}} \Delta f
\]

\[
\overline{I^2}_{n,g} = 4KT \delta g_{sg} ^2 \Delta f
\]

Fig. 8. (a) Effect of $L_x$ on the first stage noise figure and (b) effect of $L_x$ on the first stage gain.

The total voltage gain $G_V$ of the first stage is given as follows:

\[
G_V = \frac{V_{out}}{V_{in}} = \frac{1}{1 + sZ_{in}C_{in} (1 + |sC_{in}/g_{m1}|)}
\]

As can be seen from (18), first stage voltage gain has a pole at $f_0 = g_m C_{gs} ^2 / 2 \pi C_{gd}$. Due to $L_x$, $Z_{in}$ has inductive behavior and resonate with $C_{gd}$ (shown in Fig. 7(b)) at high frequencies, resulting a peaking in gain frequency response. Fig. 8 shows cascode gain and noise figure with and without $L_x$ versus frequency. Without $L_x$, $G_V$ has a gain roll-off in the middle of frequency range. By inserting $L_x$, the gain roll-off disappears in the frequency range. Thus, the value of $L_x$ is chosen to minimize the gain roll-off and increase the first stage gain, in order to reduce the noise of cascode topology in the band of interest.

4.2.2. Output noise of the first stage

The input impedance of the cascode topology using inductively degenerated technique has been expressed by Eq. (1). The input impedance should be equal to the source impedance, $R_s$, and it can be expressed as

\[
Z_{in} = g_m L_x / C_{gd} = R_s = 50
\]

The quality factor of input circuit is then

\[
Q = \frac{1}{\omega_0 C_{gd}} = \frac{1}{2R_s C_{gd}}
\]

where $\omega_0$ is the resonance frequency of input matching network.

The output noise ($i_{n,o}$) of four noise sources (shown in Fig. 9) at $\omega_0$ is as follows:

\[
i_{n, out} = \frac{g_m L_x}{C_{gd}} \frac{g_{in}}{2|\omega_0 C_{gd}|} i_{n,s}
\]

\[
i_{n, out} = \frac{g_m L_x}{C_{gd}} \frac{g_{in}}{2|\omega_0 C_{gd}|} i_{n,d}
\]

\[
i_{n, out} = \frac{g_m L_x}{C_{gd}} \frac{g_{in}}{2|\omega_0 C_{gd}|} i_{n, g}
\]

\[
i_{n, out} = \frac{g_m L_x}{C_{gd}} \frac{g_{in}}{2|\omega_0 C_{gd}|} i_{n, d}
\]

Now the correlation coefficient between $i_{n,g}$ and $i_{n,d}$ is given by [22,23]

\[
c = \frac{i_{n,g} i_{n,d}}{\sqrt{i_{n,g}^2 i_{n,d}^2}}
\]

For a long channel device, $c = -0.395j$, and its magnitude decreases as the channel length scales down [19].

The PSD of output current due to $i_{n,g}$ and $i_{n,d}$ can be calculated as

\[
\overline{I^2}_{n, out,g,d} = |H| ^ 2 \overline{I^2}_{i_{n,g}} + |K| ^ 2 \overline{I^2}_{i_{n,d}} + HK \overline{I^2}_{i_{n,g}} \overline{I^2}_{i_{n,d}} + H^* K^* \overline{I^2}_{i_{n,g}} \overline{I^2}_{i_{n,d}}
\]

where, $K$ and $H$ are the transfer function of (28) and (29), respectively. The last two terms are output noise due to correlation and can be re-expressed by using (28)–(30) as follows:

\[
\overline{I^2}_{n, out,c} = (jcHK^* - jcH^* K) \frac{g_m C}{2|\omega_0 C_{gd}|} \sqrt{\overline{I^2}_{n,g} \overline{I^2}_{n,d}}
\]

\[
\overline{I^2}_{n, out,c} = (jH^* K^* - jK^* H) \frac{g_m C}{2|\omega_0 C_{gd}|} \sqrt{\overline{I^2}_{n,g} \overline{I^2}_{n,d}}
\]

\[
\overline{I^2}_{n, out} = \frac{g_m C}{2|\omega_0 C_{gd}|} \sqrt{\overline{I^2}_{n,g} \overline{I^2}_{n,d}}
\]
By using (25), the total noise factor of cascode topology at \( \omega_0 \) is calculated as follows:

\[
F_{\text{first stage}} = \frac{g_{m_{n,\text{out}}} + g_{m_{d,\text{out}}} + g_{d,\text{out},\text{Rout}} + g_{c,\text{out}}}{g_{m_{n,\text{out}}}}
\]  
\[
(33)
\]

After simplification of the above equation, it can be re-expressed as follows:

\[
F_{\text{first stage}} = 1 + \frac{g_{s1}(Q^2 + 1/4)P}{R_Q g_m} + \frac{\gamma g_{d0}}{R_Q g_m} + \frac{\sqrt{g_{s1}Q^2}}{R_Q g_m} + \frac{C_P}{R_Q g_m}
\]  
\[
(34)
\]

\[
P = \frac{C_{ex}}{C_t}
\]  
\[
(35)
\]

\[
g_{d0} = \gamma g_{d0}
\]  
\[
(36)
\]

The long-channel values for \( g_{s1} \) and \( \gamma \) are 8/45 and 1, respectively. Parameter \( P \) always is less than unity, because \( C_t \) always is greater than \( C_P \) due to an additional capacitance (\( C_{ex} \)).

According to Friis equation, the total noise factor of the designed CMOS LNA is as follows:

\[
F_{\text{total}} = F_{\text{first stage}} + \frac{F_{\text{subsequent}} - 1}{G_F}
\]  
\[
(37)
\]

where, \( F_{\text{first stage}} \) is the noise factor of the cascode topology, \( F_{\text{subsequent}} \) is the noise factor of the subsequent stages of LNA, and \( G_F \) is calculated in Eq. 18. Therefore, due to high \( G_m \), the dominant noise source of the LNA is the first stage noise. For this reason, NF is minimized at the first stage by using source inductive degeneration and inserting \( L_n \). According to Eq. 34, it can be seen that by increasing \( g_{d0} \), \( F \) (or NF in dB) of the first stage can be improved.

5. Design considerations

In a receiver path, as the signal propagates from the antenna to digital back-ends, different blocks may introduce noise to the signal. The overall NF of the receiver depends on the NF of each block as well as the gain of preceding stages. Intuitively, larger signals are less susceptible to noise, and this is why the large gain of one stage makes the noise of the following stage less important.

Consequently the two major requirements for the LNA performance are low noise figure and high gain. The main contribution of the noise of an LNA is the first stage noise; therefore, a cascode topology with peaking techniques (series and shunt techniques) are chosen as the first stage to achieve high gain and low noise figure. The proposed LNA is shown in Fig. 10. A series peaking inductor (\( L_s \)) is inserted between \( M_1 \) and \( M_2 \) to resonate with output parasitic capacitors of CS (\( M_1 \)) and input capacitors of common gate (\( M_2 \)) in the desired frequency range, in order to compensate the plausible gain roll-off of the cascode and reduce the first stage NF.

\( L_{d1} \) is chosen as the shunt peaking inductor to resonate with the total output parasitic capacitors of \( M_2 \) at the vicinity of 3.1 GHz to boost the first stage gain. To reduce the losses of the input impedance matching network, a high pass filtering structure is chosen and an external capacitor (\( C_{ex}=0.11 \) PF) is placed in
parallel with the gate-source capacitor of the input transistor to add a flexibility to the noise performance of the transistor. The series peaking inductor \((L_g)\) is placed between first and second stages to improve the gain roll-off of cascode topology at the middle of the frequency range. The coupling capacitors \((C_c \text{ and } C_m)\) at high frequencies are ideally shorted and allow the RF signal transmits from the first stage to the second stage.

At the second stage a CPP structure and multiple gate configurations are used to improve the IIP3 of the CMOS LNA. The complementary characteristic of NMOS and PMOS transistors is used to enhance the linearity of the proposed UWB LNA circuit [24]. \(L_m\) is connected between the CPP topology and CS configuration to resonate with the output parasitic capacitors of \(M_3\) and \(M_4\) and input parasitic capacitors of \(M_5\) to extend the bandwidth and compensate the LNA gain roll-off at the high frequencies. At the third stage a CS topology is chosen to improve the total gain of the LNA and \(L_{out}\) is designed to resonate with the total output capacitors of \(M_3\) and \(M_4\). However, supplying cascode topology typically requires a high voltage to bias both stages, subsequently increasing power consumption [25]. To solve the high power supply of cascode type, a FBB technique has been chosen to reduce the \(V_{th}\) and power consumption of the cascode topology.

6. Simulation results and discussions

The designed circuit of Fig. 10 is simulated with Agilent Advanced Design System (ADS) tools in 0.13 \(\mu\)m CMOS process. \(M_1, M_2, M_3, M_4, \text{ and } M_5\) sizes are set to \(W_1 = 220 \mu\)m, \(W_2 = 220 \mu\)m, \(W_3 = 126 \mu\)m, \(W_4 = 130 \mu\)m, and \(W_5 = 50 \mu\)m, respectively. For input impedance matching network, the high pass filter inductors \(L_1\) and \(L_5\) are set to 1 nH and 0.512 nH, respectively. Inter-stage inductors, \(L_g\) and \(L_m\) are set to 1.3 nH and 1.4 nH. \(L_{di}\) and \(L_{out}\) are set to 3.1 nH, 1.57 nH, respectively. Using a low-voltage supply of 0.6 V, the proposed LNA power consumption is 4.1 mW (without buffer). This latter is low for a CMOS LNA in wireless applications. Fig. 11 shows the effect of \(L_g\) and \(L_m\) on the gain frequency response of the designed amplifier. Therefore, the results show the important role of these inductors in enhancing the gain and bandwidth of the proposed circuit at high frequencies. Output return loss \((S_{22})\) is less than \(-10.6\) dB which are illustrated in Fig. 12. Gain response of the LNA (without buffer gain) and input return loss \((S_{11})\) are shown in Fig. 13. Maximum gain is 21 dB in band of interest and \(S_{11}\) is better than \(-5\) dB from 4.9 to 12.1 GHz.

Fig. 14 clearly shows that the designed LNA achieves a noise characteristic below than of 1.7 dB from 4 to 10.6 GHz which is a good candidate for wideband low noise application.

The two tone test was performed for intermodulation distortion with 1 MHz spacing for IIP3 simulation with ADS tools. Fig. 15(a) shows the simulated IIP3. The simulated third-order input intercept point of the designed LNA is shown versus different frequencies in Fig. 15(b).
The stability of a LNA is the important requirement. The stability factor \((K)\) is a popular measure of circuit stability [26]. If \(K > 1\) and \(|\Delta| < 1\), the amplifier is unconditionally stable meaning the LNA will be stable under any load condition. The value of \(K\) and \(|\Delta|\) are obtained as follows [27]:

\[
K = \frac{1 - |S11|^2 + |S22|^2 + |S11 \times S22 - S12 \times S21|^2}{2|S12 \times S21|} > 1 \quad (38)
\]

\[
|\Delta| = \frac{|S11 \times S22 - S12 \times S21|}{|S12 \times S21|} < 1 \quad (39)
\]

The \(K\) factor and \(|\Delta|\) of the designed LNA are shown in Fig. 16. Table 1 gives the characteristics of the proposed UWB CMOS LNA compared to the recently published works.

### 7. Conclusion

A three-stage CMOS low noise amplifier (LNA) was proposed using a cascode topology for its high gain and low noise figure at the first stage. At the second stage a complementary push–pull topology was used to enhance the linearity performance. A simple common source topology was used to increase the total gain of the proposed LNA as the third stage. Forward Body-Biased technique was chosen to reduce the threshold voltage, power supply and as well power consumption of the LNA.

A high pass filtering structure with source inductive degeneration technique was employed to reduce the number of inductors; therefore, reduces the die area and the noise figure of the designed circuit. The proposed UWB CMOS LNA is a good candidate for UWB wireless applications due to its low voltage and low power consumption.
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