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Abstract—In this paper, we present a distributed economic dispatch (ED) strategy based on projected gradient and finite-time average consensus algorithms for smart grid systems. Both conventional thermal generators and wind turbines are taken into account in the ED model. By decomposing the centralized optimization into optimizations at local agents, a scheme is proposed for each agent to iteratively estimate a solution of the optimization problem in a distributed manner with limited communication among neighbors. It is theoretically shown that the estimated solutions of all the agents reach consensus of the optimal solution asymptotically. This scheme also brings some advantages, such as plug-and-play property. Different from most existing distributed methods, the private confidential information, such as gradient or incremental cost of each generator, is not required for the information exchange, which makes more sense in real applications. Besides, the proposed method not only handles quadratic, but also nonquadratic convex cost functions with arbitrary initial values. Several case studies implemented on six-bus power system, as well as the IEEE 30-bus power system, are discussed and tested to validate the proposed method.
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 NOMENCLATURE

- $\lambda_i$: Eigenvalue of the Laplacian matrix $L$.
- $\nabla c_k$: Gradient of the cost function $c_k$.
- $\xi_l$: Stepsize at iteration $l$.

Manuscript received October 30, 2014; revised January 22, 2015 and April 8, 2015; accepted May 12, 2015. This work was supported in part by the Major State Basic Research Development Program 973 under Grant 2012CB215202 and Grant 2014CB249200, in part by the National Natural Science Foundation of China under Grant 61134001, in part by Singapore’s National Research Foundation under Grant NRF-CRP8-2011-03, and in part by the Energy Research Institute@NTU. Paper no. TSG-01082-2014.

F. Guo is with the Energy Research Institute@NTU, Interdisciplinary Graduate School, Nanyang Technological University, Singapore 639798 (e-mail: fguo003@ntu.edu.sg).

C. Wen is with the School of Electrical and Electronic Engineering, Nanyang Technological University, Singapore 639798 (e-mail: ccywen@ntu.edu.sg).

J. Mao is with the School of Mechanical and Aerospace Engineering, Nanyang Technological University, Singapore 639798 (e-mail: jfmao@ntu.edu.sg).

Y.-D. Song is with the Key Laboratory of Dependable Service Computing in Cyber Physical Society of Ministry of Education, Chongqing University, Chongqing 400044, China, and also with the College of Automation, Chongqing University, Chongqing 400044, China (e-mail: ydsong@cqu.edu.cn).

Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TSG.2015.2434831

I. INTRODUCTION

ECONOMIC dispatch (ED) is considered as one of well-studied and key problems in the power system research. It deals with the power allocation among the generators in an economic efficient way while meeting the constraints of total load demand as well as the generator constraints [1]. Some algorithms have been proposed to solve the ED problem, such as quadratic programming [2], $\lambda$-iteration [3], Lagrangian relaxation technique [4], and so on. However, all these methods are realized in a centralized way, i.e., collect the global information of all the generators and conduct the optimization in a central node. As pointed out in [5] and [6], such a centralized optimization is usually costly both in computation and communication when the power system becomes larger and larger. Moreover, they are unable to meet the plug-and-play requirement of recent smart grid system. When some...
generators are newly installed or uninstalled, such centralized optimization may need to be redesigned [7], [8].

Recently in order to overcome the drawbacks mentioned above, distributed algorithms have been proposed [9]–[15]. Their main idea is to decompose the central optimization into several local optimizations. By letting each local optimization agent communicate with their neighbors, the global objective cost function can be minimized. Compared to centralized algorithms, a distributed one has the following major advantages: 1) less computational and communication cost; 2) plug-and-play property required by smart grid systems, which makes algorithm design more flexible; 3) robust to single-point-failures; and 4) easy and simple to design and implement as it only handles local information. In [10], ED problem is formulated as the incremental cost \( \lambda \)-consensus problem. The incremental cost of the \( i \)th generator \( \lambda_i \) is updated by combining \( \lambda_j \) from its neighbors with the global power mismatch. However, the calculation of power mismatch term requires the global information of each generator output and the total load demand. A similar \( \lambda \)-consensus algorithm is proposed in [11]. Both incremental cost and power mismatch are obtained in a distributed way through two consensus algorithms. In [12], a distributed ED algorithm with transmission losses is proposed, which is based on two parallel consensus algorithms. An auction-based consensus protocol is proposed in [13].

In addition to \( \lambda \)-consensus, a distributed gradient method has also been applied in the ED problem. In [14], an improved distributed gradient method is proposed to handle both equality and inequality constraints. However, the stepsize should be carefully chosen when the variables reach their constraint bounds. In [15], a fast distributed gradient method consisting of \( \theta \)-logarithmic barrier function is proposed to solve ED problem. Note that the distributed gradient method requires that the initial values should be carefully allocated to meet the equality constraint.

Recently, renewable energy generators have been integrated to power systems to deal with the energy and environmental challenges. Among various kinds of renewable energy generators, WT is widely developed for the advantages such as free availability and environmental friendliness of wind energy as well as maturity of turbine techniques [16], [17]. Hence, the ED problem needs to be reformulated not only considering the conventional TGs but also the renewable energy generators such as WTs. There are mainly two problem formulations and approaches to handle the ED with random wind power. One is based on the stochastic programming strategies, where only TG cost function is minimized and the wind power is considered as the stochastic constraint appearing in the equality constraint [18], [19]. The other is based on a deterministic model, where the overestimation and underestimation cost of the wind power is proposed [20]–[22].

In this paper, we consider and follow the latter one, where ED for a smart grid system (shown in Fig. 1) consisting of conventional TGs, WTs as well as loads is considered. To ensure high utilization of the intermittent wind power, energy storage systems (ESSs) are always cooperatively integrated with WTs [23]. Note that the quadratic cost function is assumed in most existing ED problem formulations.

However, when a WT and ESSs are included, their cost functions are not quadratic any more [20]. Hence some methods mentioned above may fail to work. In this paper, a distributed ED strategy based on projected gradient and finite-time average consensus algorithm (FACA) is proposed to solve this new ED problem. Our idea is to let each local agent iteratively estimate a solution of the optimization problem in a distributed manner by using its own and also available information from its neighbors. It is theoretically ensured that the estimated solutions of all the agents converge to the optimal solution of the problem. Several case studies implemented on a six-bus power system as well as an IEEE 30-bus power system are discussed and tested to validate the proposed method.

Besides the main advantages mentioned earlier in comparing with centralized approaches, our proposed method has some additional advantages over existing distributed schemes, as summarized below.

1) With the proposed method, private confidential information such as wind or incremental cost is only known by each individual agent and is not used as communication information, which makes more sense in real applications.

2) Compared to \( \lambda \)-consensus algorithm, the cost function is not restricted to be quadratic. Our method can handle ED problem with nonquadratic convex cost function, such as that of WT. Compared to distributed gradient method, the initial values of our proposed method can be arbitrary, thus are not required to meet the stringent equality constraint.

The remainder of this paper is organized as follows. In Section II, we formulate the ED problem considering the penetration of WT and ESSs. Some preliminary knowledge including graph theory and finite-time average consensus (FAC) is introduced in Section III. In addition, to meet the requirement of distributed implementation architecture, a new algorithm is proposed to determine the graph topology and total load demand. Section IV presents the main results of proposed distributed ED strategy. Several cases studies are illustrated to show the effectiveness of proposed method in Section V. This paper is concluded in Section VI.

II. PROBLEM FORMULATION

Mathematically speaking, the objective of traditional ED problem is to minimize the total generation cost subject to the demand supply constraint as well as the generator constraints [24]. In this paper, we consider a ED model which involves random wind power. The main goal of ED is to
minimize the system cost consisting of both TGs and WTs, which is given by [20]
\[
C(P_i, W_j) = \sum_{i \in SG} f_i(P_i) + \sum_{j \in SW} g_j(W_j)
\] (1)
where \(S_G\) and \(S_W\) are the sets of TGs and WTs, respectively, \(P_i\) and \(W_j\) are the scheduled power output of the \(i\)th TG, \(i \in S_G\) and the \(j\)th WT, \(j \in S_W\).

The cost of conventional TG is usually approximated by a quadratic function [24]
\[
f_i(P_i) = \alpha_i P_i^2 + \beta_i P_i + \gamma_i
\] (2)
where \(\alpha_i\), \(\beta_i\), and \(\gamma_i\) are the cost coefficients of the \(i\)th TG.

In TG, the scheduled and generated power outputs are always the same. However, due to the random nature of wind speed, the available generated power \(W_{j,av}\) at the \(j\)th WT is a random variable, which may be different from the scheduled power \(W_j\). Thanks to the integration of ESSs into the WTs, the total output of WT unit can be guaranteed to be equal to the scheduled one. For example, if the scheduled power output \(W_j\) is greater than \(W_{j,av}\), then the ESS can compensate the mismatch; if the scheduled power output \(W_j\) is less than \(W_{j,av}\), then the WT should clump its output to \(W_j\) and the ESSs can be charged by the surplus wind power. In order to characterize the cost of the WT, the overestimation and underestimation cost has been proposed [20], [21]. Referring to [21], the overall cost for \(j\)th WT can be expressed as
\[
g_j(W_j) = d_j W_j + C_{pwj} E(Y_{u,e,j}) + C_{owj} E(Y_{o,e,j})
\] (3)
where \(d_j\) is a linear cost function for wind power generation with \(d_j\) being the cost coefficient or the “price” of the \(j\)th WT, the terms \(C_{pwj} E(Y_{u,e,j})\) and \(C_{owj} E(Y_{o,e,j})\) are the underestimation and overestimation costs with \(C_{pwj}\) and \(C_{owj}\) being the cost coefficients, respectively, which are explained in detail in Appendix A.

Then considering both generator constraints and demand supply constraint, the ED problem with random wind power can be formulated as
\[
\begin{align*}
\min_{P_i, W_j} & \quad C(P_i, W_j) \\
\text{s.t.} & \quad \sum_{i \in SG} P_i + \sum_{j \in SW} W_j = P_d \\
& \quad P_i^{\min} \leq P_i \leq P_i^{\max}, \ i \in S_G \\
& \quad 0 \leq W_j \leq W_{r,j}, \ j \in S_W
\end{align*}
\] (4)
where \(P_i^{\min}\) and \(P_i^{\max}\) are the lower and upper bounds of the \(i\)th TG, \(W_{r,j}\) is the rated wind power of the \(j\)th WT, and \(P_d\) is the total load demand satisfying \(\sum_{i \in SG} P_i^{\min} \leq P_d \leq \sum_{i \in SG} P_i^{\max} + \sum_{j \in SW} W_{r,j}\).

Note that the cost coefficient \(\alpha_i\) of the TG is usually positive, which implies that (2) is a convex function. Meanwhile, it is also proved in [21] that (14) and (16) in Appendix A are also convex with respect to \(W_j\), which yields the convexity of the WT cost function (1). Also the constraints are convex, thus the ED problem described in (4) can be considered as a convex optimization problem.

**Remark 1:** Compared to the ED problem formulated in [10]–[15], the cost function in (4) is not quadratic any more, which implies that the designed distributed methods in [10]–[13] may fail to work. In this paper, a new distributed optimization method will be introduced to solve the ED problem formulated in (4).

Suppose there are \(N = n_G + n_W\) generators, consisting of \(n_G = |S_G|\) TGs and \(n_W = |S_W|\) WTs, and \(M\) loads in a smart grid system, shown in Fig. 1. We first treat every generator and load as an “agent,” and each agent is assigned a unique ID. Without the loss of generality, we assign the first \(N\) agents as the TGs and WTs and denote their estimated generated power in a global vector as \(x = [x_1 \ldots x_{n_G} \ldots x_N]^T\). The cost function \(c_k\) and constraint set \(X_k\) of agent \(k\), \(k \in S_G \cup S_W\) are denoted as follows, respectively:
\[
c_k(x) = \begin{cases} f_k(x_k), & k \in S_G, \\ g_k(x_k), & k \in S_W, \\ \sum_{i=1}^{N} x_i = P_d, & k \in S_G, k = 1, \ldots, n_G \\ \sum_{i=1}^{N} x_i = P_d, & k \in S_W, k = n_G + 1, \ldots, N. \end{cases} \] (5)

Then, (4) can be reformulated as
\[
\min_x \sum_{k=1}^{N} c_k(x_k) \quad \text{s.t.} \quad x \in \cap_{k=1}^{N} X_k. \] (7)

**Lemma 1:** The ED problem formulated in (7) has an optimal solution \(x^*\).

**Proof:** As the constraint set \(X_k\) in (6) is compact, thus the intersection \(X = \cap_{k=1}^{N} X_k\) is also compact. Besides, the function \(c_k(x)\) is a continuous convex function in \(\mathbb{R}^{N \times 1}\), which implies that \(\sum_{k=1}^{N} c_k(x)\) is also a continuous function. It follows from the well-known extreme value theorem that the ED problem formulated in (7) has an optimal solution \(x^*\).\(x^*\) is also an optimal solution. It can be achieved.

Note that the optimal solution \(x^*\) is unknown to each agent and both cost function \(c_k(x)\) and constraint \(X_k\) of generator \(k\), \(k \in S_G \cup S_W\) are only known by agent \(k\) itself. Our idea is that each agent estimates the optimal solution by using the available information of its neighboring agents and itself iteratively. Denoting the estimate of \(k\)th agent at time step \(l\) as \(x^l(k)\), then our aim is to propose a scheme to achieve that \(\lim_{l \to \infty} x^l(k) = x^*\), \(k = 1, \ldots, N\). In other words, the estimates of all agents reach consensus of the optimal solution asymptotically.

III. PRELIMINARIES

In this section, we first give a summary of graph theory [25] and present a FACA [26]. Then a new algorithm called graph discovery is proposed to make FACA be realized in a totally distributed way. Finally, a distributed load demand discovery method is introduced to determine \(P_d\) in the constraint (6) by applying the modified FACA algorithm.

A. Graph Theory

A graph is defined as \(G = (V, \xi)\), where \(V = \{1, \ldots, n\}\) denotes the set of vertices, \(\xi \subseteq V \times V\) is the set of edges between two distinct vertices. If for all \((i, j) \subseteq \xi\), then \((j, i) \subseteq \xi\), we call \(G\) is undirected; otherwise it is called...
directed graph. The set of neighbors of the $i$th vertex is denoted as $\mathcal{N}_i \triangleq \{j \in \mathcal{V} : (i, j) \in \xi\}$. The graph $\mathcal{G}$ is connected means that there exists at least one path between any two distinct vertices. The elements of the adjacency matrix $\mathbf{A}$ are defined as $a_{ij} = a_{ji} = 1$ if $j \in \mathcal{N}_i$, otherwise $a_{ij} = a_{ji} = 0$. Clearly, $\mathbf{A}$ is a symmetric matrix with the diagonal elements $a_{ii} = 0$ for undirected graph. The Laplacian matrix of $\mathcal{G}$ is defined as $L = \Delta - \mathbf{A}$, where $\Delta$ is called in-degree matrix and is defined as $\Delta = \text{diag}(\Delta_i) \subseteq \mathbb{R}^{n \times n}$ with $\Delta_i = \sum_{j \in \mathcal{N}_i} a_{ij}$. It is well known that the Laplacian matrix $L$ of a undirected graph has one distinct zero eigenvalue and all the others are positive, i.e., $\lambda_1 = 0, 0 < \lambda_2 \leq \cdots \leq \lambda_n$, where $\lambda_2$ is called algebraic connectivity, which is positive if and only if the undirected graph is connected [25].

B. Finite-Time Average Consensus Algorithm

In order to have finite-step consensus convergence, an FACA has been proposed [26]. Compared to the conventional average consensus algorithms such as in [27], this algorithm has the following advantages.

1) The consensus can be reached in finite steps.
2) It ensures all the agents reach consensus at the same time.

The general average consensus can be represented as

$$y_i^{m+1} = w_{ii}(m)y_i^m + \sum_{j \in \mathcal{N}_i} w_{ij}(m)y_j^m, \quad i = 1, \ldots, n$$  \hspace{1cm} (8)

where $y_i^m$ denotes the information of the $i$th agent at iteration $m$, $w_{ii}(m)$, and $w_{ij}(m)$ are the update gains of its own states and neighboring states at iteration $m$, respectively, $\mathcal{N}_i$ is the set of neighboring agents of the $i$th agent.

Lemma 2 [26]: Let $\lambda_2 \neq \lambda_3 \neq \cdots \neq \lambda_{K+1} \neq 0$ be the $K$ distinct nonzero eigenvalues of the graph Laplacian matrix $L$, $y_i, i = 1, \ldots, n$ in (8) can reach consensus in finite $K$ steps, if the updating gains for agent $i$ are chosen as

$$w_{ij}(m) = \begin{cases} \frac{1 - n_i}{\lambda_{m+1}}, & j = i \\ \frac{1}{\lambda_{m+1}}, & j \in \mathcal{N}_i, \quad m = 1, \ldots, K \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (9)

where $n_i = |\mathcal{N}_i|$, which is the number of the neighboring agents of agent $i$.

C. Distributed FACA

The FACA can reach consensus in finite steps, which is necessary for our proposed method developed in the next section. However, from (9), we know that the main limitation of the FACA is the assumption that each agent needs to know the nonzero eigenvalues of Laplacian matrix $L$ of the whole communication graph, i.e., the whole graph topology, as a prior knowledge. This is very restrictive, as in practice each agent does not have the global information of whole graph topology such as the total generator number $N$, the total load number $M$, and the Laplacian matrix $L$ from the beginning. In addition, these global information may change due to the addition and removal of certain agents. Clearly, this requirement results in the implementation of FACA nondistributed.

To relax this requirement, we propose a new algorithm for each agent, named graph discovery to determine $N$, $M$, and $L$ by themselves automatically. Similar to [28], we only impose the assumption that each agent $i$ has been assigned a unique identifier $\text{ID}(i)$, e.g., its IP address. Different type of agents have different type of IDs, for example

$$\text{ID}(i) = \begin{cases} \text{ID}_G(i), & i = 1, \ldots, N \\ \text{ID}_L(i), & i = N + 1, \ldots, N + M. \end{cases}$$

Algorithm 1 (Graph Discovery): Let $G_i(k)$ denote the neighbor table obtained by agent $i, i \in \mathcal{V}$ at time step $k$, which will be determined by the following steps.

1) At $k = 0$, each agent $i \in \mathcal{V}$ initializes the table as

$$G_i(0) = [\text{ID}(i) \mid \text{ID}(j), j \in \mathcal{N}_i]]$$

and sends this data to all its neighbors in $\mathcal{N}_i$.

2) At each step $k \geq 1$, agent $i$ updates its table $G_i(k)$ as

$$G_i(k+1) = \bigcup_{j \in \mathcal{N}_i \cup \{i\}} G_j(k).$$

3) If $G_i(k) = G_i(k-1)$, then agent $i$ stops exchanging information with its neighbors. Otherwise, go to step 2).

4) Let $k_f$ be the first instant at which $G_i(k) = G_i(k-1)$, that is

$$k_f = \min\{k\mid G_i(k) = G_i(k-1)\}$$

then the total number of the agents $n = N + M = |G_i(k_f)|$.

5) Finally, the total generator number $N$ can be extracted by counting the number of agents with ID $\text{ID}_G(i)$, and the $n \times n$ Laplacian matrix $L$ can be extracted from $G_i(k_f)$ according to the definition introduced in Section III-A, e.g., $L$ can be extracted with the $i$th row being determined by $G_i(0)$ in $G_i(k_f)$.

An example with four agents to illustrate this algorithm is shown in Table I. For vertices 2 and 3, it takes $k_f = 2$ steps while for vertices 1 and 4, it takes $k_f = 3$ to discover the whole graph.

\begin{table}[h]
\centering
\caption{ILLUSTRATION EXAMPLE OF ALGORITHM 1}
\begin{tabular}{|c|c|c|c|c|}
\hline
Step & Content & Communication & Graph \\
\hline
\hline
$k = 0$ & $G_1(0) = [\text{ID}(1) \mid \text{ID}(3)]$ & \includegraphics[width=\textwidth]{figure1.png} \\
$k = 1$ & $G_2(0) = [\text{ID}(2) \mid \text{ID}(1), \text{ID}(3)]$ & \includegraphics[width=\textwidth]{figure2.png} \\
$k = 2$ & $G_3(0) = [\text{ID}(3) \mid \text{ID}(2), \text{ID}(4)]$ & \includegraphics[width=\textwidth]{figure3.png} \\
$k = 3$ & $G_4(0) = [\text{ID}(4) \mid \text{ID}(3)]$ & \includegraphics[width=\textwidth]{figure4.png} \\
\hline
\end{tabular}
\end{table}
Note that this algorithm not only discovers the number of the agents but also the whole graph topology. By applying Algorithm 1 in the initial of the FACA, it can be realized in a totally distributed way.

**D. Total Load Demand Discovery**

Note that the total load demand \( P_d \) appears in the constraint set (6) of each agent. How to determine \( P_d \) in a distributed way is another problem to be handled in this section. Here, we propose to apply distributed FACA to find \( P_d \) for each agent. Let \( y^i \) be the communication state for the \( i \)-th agent, and its initial value is defined as

\[
y^i(0) = \begin{cases} 
0, & i \in S_G \cup S_W, \quad i = 1, \ldots, N \\
\frac{P_d}{i}, & i \in S_L, \quad i = N + 1, \ldots, N + M.
\end{cases}
\] (10)

**Lemma 3:** The total load demand \( P_d \) can be determined by each agent \( i, i \in S_G \cup S_W \) in finite \( K \) steps when using the FACA updating law (8) and (9), where \( K \) is defined in Lemma 2.

**Proof:** According to Lemma 2, \( y^i(m), i = 1, \ldots, N + M \) will reach an average consensus in \( K \) steps, namely, \( y^i(K) = y^j(K) = \left( \sum_{i=1}^{N+M} y^i(0) / N + M \right), \forall i, j = 1, \ldots, N + M \). Then the total load demand \( P_d \) can be obtained by each agent \( i, i \in S_G \cup S_W \), that is

\[
P_d = (N + M) y^i(K), \quad i = 1, \ldots, N.
\] (11)

An illustration example is shown in Table II. In this example, agents 1 and 2 are the generators while agents 3 and 4 are loads with the demand of 3 and 5, respectively. At \( k = 0 \), each agent sets their initial value according to (10) as \( y^1(0) = 0, y^2(0) = 0, y^3(0) = 3, \) and \( y^4(0) = 5 \). By applying distributed FACA, they can reach a consensus \( y^1(3) = y^2(3) = y^3(3) = y^4(3) = 2 \) in three steps and the total load demand \( P_d \) is obtained as \( P_d = 4 \times 2 = 8 \).

### IV. Distributed Economic Dispatch

#### A. Distributed Projected Gradient Method

Motivated by the projection idea in [29] and constrained optimization in [30], we now propose a distributed projected gradient method (DPGM) to solve the ED problem formulated in (7). Different from existing distributed methods in [9]–[15], the communication information required here is the estimates of the scheduled generated power \( x^k \), i.e., the estimated optimal solutions, of the local agent and its neighbors rather than the more private and confidential gradient or incremental gain. Recall that \( x^k(l), k = 1, \ldots, N + M \), denotes the estimate of the agent \( k \) at iteration \( l \), which is an \( N \times 1 \) vector. As only generator agents estimate the power output, we define \( x^k(l) = [0 \cdots 0]^T, \) \( k = N + 1, \ldots, N + M \) for all load agents for any \( l \). Unlike the distributed gradient method in [14] and [15], the initial value \( x^k(0), k = 1, \ldots, N \) is allowed to be arbitrary.

The \( k \)-th agent updates its estimate by using the average information produced by distributed FACA, then taking a gradient step to minimize its own cost function \( c_k \), and at last projecting the result on its constraint set \( X_k \). This updating rule can be summarized as

\[
\begin{align*}
\zeta^k_l(l) &= w_{kk}(1)x^k(l) + \sum_{j \in N_k} w_{kj}(1)x^j(l) \\
\zeta^2_l(l) &= w_{kk}(2)x^k(l) + \sum_{j \in N_k} w_{kj}(2)x^j(l) \\
& \quad \vdots \\
\zeta^k_k(l) &= w_{kk}(K)x^k(l) + \sum_{j \in N_k} w_{kj}(k)x^j(l) \\
\zeta^k(l) &= \frac{N + M}{N} - \zeta^k_k(l) \\
x^k(l + 1) &= P_{X_k}[x^k(l) - \zeta^k l \nabla c_k(x^k(l))]
\end{align*}
\] (12)

where \( w_{kk}(m), w_{kj}(m), m = 1, \ldots, K \) are the FACA updating gains determined in (9). \( P_{X_k} \) is the projection operator described in Appendix B, \( \zeta_l \) is a stepsize at iteration \( l \), and \( \nabla c_k \) denotes the gradient of the cost function \( c_k \).

**Theorem 1:** Let \( \{x^k(l)\}, k = 1, \ldots, N \) be the estimates generated by the algorithm (12) and (13) and \( X = \cap_{k=1}^N X_k \) be the intersection set. Then the sequence \( \{x^k(l)\}, k = 1, \ldots, N \) converges to the optimal solution \( x^* \) with \( x^* \in X \), that is

\[
\lim_{l \to \infty} x^k(l) = x^*, \quad k = 1, \ldots, N
\]

if the stepsize \( \zeta_l \) satisfies that \( \sum_j \zeta_l = 0 \) and \( \sum_j \zeta_l^2 < \infty \).

**Proof:** According to Lemma 2, the average consensus process (12) can be reached in finite \( K \) steps if the update gains \( w_{kk}(m), w_{kj}(m), m = 1, \ldots, K \) are chosen as (9). This process is equal to \( \zeta^k(l) = 1/N \sum_{j=1}^N x^j(l) \). Then result follows from the proof of [30, Proposition 5]. Due to the page limit, we omit the details here.

**Remark 2:** Compared to the projected subgradient algorithm in [30], our proposed DPGM is a fully distributed one. The average step (14) in [30] requires that each agent communicates with all the others in the entire system, which almost has the same communication cost as a centralized one. By applying the distributed FACA algorithm, the proposed DPGM can realize the same function with limited communication.

**Remark 3:** Compared to the existing methods for ED problem, the proposed DPGM has the
following advantages.

1) No private information, such as gradient or the incremental cost, is required to exchange with other generators.

2) It can solve any convex objective cost function rather than only quadratic function.

3) The initial value of the estimate can be chosen arbitrary by each agent individually.

B. Implementation of Distributed ED

Based on proposed Algorithm 1, distributed FACA and DPGM, we are ready to implement our distributed ED design. The flowchart of our proposed distributed ED procedure is shown in Fig. 2, with each corresponding step described as follows.

Step 0 (Initialization and Graph Discovery): As a starting point, the communication graph of all agents is predesigned as connected. Using Algorithm 1, each agent can get the information of the whole communication graph such as the number of generator agents $N$, the number of load agents $M$, and the Laplacian matrix $L$ in less than $N - 1$ steps. Then using some available numerical methods to calculate the nonzero eigenvalues of $L$.

Step 1 (Total Load Demand Discovery): In this step, each agent determines the total load demand $P_d$ from (11) in $K$ steps according to Lemma 3.

Step 2 (Distributed Optimization): The DPGM algorithm (12), (13) introduced in Section IV-A is applied here to execute the distributed ED.

Step 3 (Stop Criterion Check): In theory, the sequences of estimates generated by DPGM converge to the optimal solution asymptotically. In practice, some iteration stop criterions are set. Here we set $|e^k| \leq \xi, k = 1, \ldots, N$ as a stop criterion, where $e^k = x^k(l+1) - x^k(l)$, $\xi$ is a user defined small positive number. If this condition is satisfied, then stop the iteration, output the results and go to step 4. If not, go to step 2.

Step 4 (Plug-In and Plug-Out Reconfiguration): At this step, each agent needs to check whether there is any agent added in or removed from the grid. If yes, execute the graph reconfiguration rule described below, and then go to step 5 to update the communication graph; otherwise go to step 1.

Graph Reconfiguration: If an agent (agent $n$) is newly added in, it tries to find its nearest neighbors, gets permission from them and then adds them in its neighborhood list. If an agent (say agent $i$) is removed, its neighboring agent $j, j \in N_i$ will delete agent $i$ from its neighborhood list $N_j$ and also tries to setup communication with other agent $k, k \in N_i \setminus j$, which is also the neighbor of agent $i$. If $k \in \emptyset$, i.e., no other neighbor of agent $i$ exists, then nothing is needed to be done but just deleting agent $i$.

Step 5 (Graph Updating): At this step, all agents need to update the communication graph using Algorithm 1 and then go to step 1.

A simple graph reconfiguration example is illustrated in Fig. 3. Suppose agent 3 is removed, its neighboring agent $N_3 = \{1, 2, 4\}$ monitors this situation, respectively. For agent 1, it needs to set up a new communication channel with agent 4 (no need with agent 2 as they have already been connected); for agent 2, it also needs to setup a new communication channel with agent 4; for agent 4, it needs to set up communication with both agent 1 and 2.
C. Complexity Analysis

Here, we analyze the computational performance of proposed distributed strategy. Note that our proposed DPGM (12), (13) mainly contains two parts, namely, FAC and projected gradient operation (PGO). According to Lemma 2, for a system with $N$ agents, the FAC process can be fulfilled in less than $N-1$ steps, which is much more efficient than conventional average consensus algorithm possessing asymptotical convergence. For PGO, it is actually a combination of the gradient descent method and a projection operation. The projection operation in our specific problem, as discussed in Appendix B, is nothing but a simple algebraic operation. So, it has little contribution to the computational cost.

V. CASE STUDIES

In order to test the effectiveness of the proposed distributed ED method, several case studies are presented and discussed in this section. First, a six-bus power system implementation without and with generator constraints are demonstrated. The second case study illustrates the plug-and-play property of proposed method including both generator and load node. Then the IEEE 30-bus system is used as a large network case to demonstrate the effectiveness of proposed method. Lastly, comparisons with genetic algorithm (GA) are carried out.

A. Case Study 1: Implementation on Six-Bus Power System

In this test case, a six-bus power system topology is adopted from [12]. It consists of three TGs, one WT, and two load nodes. We replace one TG with a WT in [12]. Its communication graph is shown in Fig. 4. The corresponding Laplacian matrix can be obtained by each agent using Algorithm 1, which is

$$L = \begin{bmatrix}
3 & -1 & 0 & -1 & -1 & 0 \\
-1 & 5 & -1 & -1 & -1 & -1 \\
0 & -1 & 3 & 0 & -1 & -1 \\
-1 & -1 & 0 & 3 & -1 & 0 \\
-1 & -1 & -1 & -1 & 5 & -1 \\
0 & -1 & -1 & 0 & -1 & 3
\end{bmatrix}.$$  

Its three distinct nonzero eigenvalues are $\lambda_1 = 2$, $\lambda_2 = 4$, and $\lambda_3 = 6$, which means that it needs only $K = 3$ steps for each agent to reach consensus when applying distributed FAC. The parameters of three different types of TGs are adopted from [12], while the WT parameters are from [21]. These parameters are listed in Tables III and IV, respectively.

First, the generator constraints are not imposed. In the initial, the load demand is $P_{d1}^5 = 200$ MW, $P_{d2}^6 = 200$ MW, and each generator is operating in the optimal condition with the generated power $P_1^* = 174.0683$ MW, $P_2^* = 100.00$ MW, $P_3^* = 50.00$ MW, and $W_1^* = 75.9317$ MW. Then load 5 are doubled, i.e., $P_{d5} = 400$ MW. The changed total load demand can be discovered by TG and WT generators in three steps as shown in Table V. Then each generator agent (agents 1–4) conducts the distributed ED using the proposed DPGM method. The initial value is chosen as $x_1(0) = \begin{bmatrix} 174.0683 & 0 & 0 & 0 \end{bmatrix}^T$, $x_2(0) = \begin{bmatrix} 0 & 100 & 0 & 0 \end{bmatrix}^T$, $x_3(0) = \begin{bmatrix} 0 & 0 & 50 & 0 \end{bmatrix}^T$, and $x_4(0) = \begin{bmatrix} 0 & 0 & 0 & 75.9318 \end{bmatrix}^T$. The iteration process is shown in Fig. 5(a). Clearly, all the estimated power outputs converge to the optimized solution $P_1^* = 367.7996$ MW, $P_2^* = 102.2463$ MW, $P_3^* = 29.1174$ MW, and $W_1^* = 100.8367$ MW with a total cost $C = 5611.85$. Also it is found that the incremental cost (or the gradient of the cost $\nabla c_k$) of each generator reaches a consensus value 8.25.
Fig. 5. Simulation results of six-bus power system. (a) Without and (b) with generator constraints.

Note that the third generator is conflict with its lower output bound $P_{3\text{min}} = 50$ MW.

Then, we consider the generator constraints. The results are shown in Fig. 5(b). The optimized power output are $P_1^\star = 351.7814$ MW, $P_2^\star = 100.0248$ MW, $P_3^\star = 50.0248$ MW, and $W_1^\star = 98.1691$ MW with a total cost $C = 5614.4\$$. In this case, note that all the generators’ power output are within their constraints, respectively.

This case study shows that our proposed method can handle the ED problem both without and with generator constraints.

B. Case Study 2: Plug-and-Play Capability

This case study is to test the flexibility of the proposed method. The plug-and-play performance of both generator and load are considered.

1) Generator Plug-and-Play: In this subcase, the plug-and-play of TG is considered. The results of TG are shown in Fig. 6. From Fig. 6(a), it is clear that the estimated power outputs of all agents $x_k(l)$, $k = 1, \ldots, 4$ almost reach consensus in $l = 10 \times 10^3$ iterations. To clearly demonstrate the estimated power output, the estimates of agent 1 is shown in Fig. 6(b).

In the initial, the load demands are $P_d^5 = 400$ MW and $P_d^6 = 200$ MW. After a few iterations the proposed method ensures convergence to the optimized power output $P_1^\star = 351.7814$ MW, $P_2^\star = 100.0248$ MW, $P_3^\star = 50.0248$ MW, and $W_1^\star = 98.1691$ MW with the total cost $C = 5614.4\$$. Suppose generator 1 (agent 1) is disconnected from the power system at the time step $l = 30 \times 10^3$. Then using the graph reconfiguration rule introduced in Section IV-B, each agent can reconfigure the communication graph as shown in Fig. 7. The remaining generators can converge to new optimized power output $P_1^\star = 0$ MW, $P_2^\star = 322.2944$ MW, $P_3^\star = 117.6226$ MW, and $W_1^\star = 160.0829$ MW. It is shown
in Fig. 6(c) that the total cost increases to $C = 5960.7$ due to the absence of generator 1. It further indicates that generator 1 is more economic efficient compared to the average of other generators. Then at the time step $l = 60 \times 10^3$, generator 1 is connected to the system again and all the results converge to those of the previous ones.

2) Load Plug-and-Play: The results of this subcase are shown in Fig. 8. The initial condition is the same as that in subcase 1). At the time step $l = 30 \times 10^3$, load 6 (agent 6) is disconnected from the power system. The other agents detect this change, update the communication graph as well as the total load demand $P_d = 400$ MW. Then the remaining agents ensure the convergence to new optimized power outputs $P_1^* = 173.56$ MW, $P_2^* = 100.0785$ MW, $P_3^* = 50.0784$ MW, and $W_1^* = 76.2811$ MW with the total cost $C = 4024.7$. At the time step $l = 60 \times 10^3$, load 6 is connected to the system again and all the values are back to the previous values before load 6 is disconnected.

Both subcases 1) and 2) show that the proposed method is fully distributed and has the plug-and-play property.

C. Case Study 3: Implementation on IEEE 30-Bus Test System

In order to test the effectiveness of the proposed method for a large network, the IEEE 30-bus system is chosen as a test system. The generator and load bus parameters are adopted from [15], which are also listed in Tables VI and VII, respectively. First, the communication graph can be chosen as the same as the physical connections. Then the total load demand $P_d = \sum_{i=1}^{30} P_i^d = 283.4$ MW can be easily discovered by applying proposed distributed FACA. The optimized power allocation can be obtained by applying DPGM. Suppose that at the time steps $l = 30 \times 10^3$ and $l = 60 \times 10^3$ the load demand is increased by 30% and reduced by 20%, respectively. The simulation results are shown in Fig. 9 and Table VIII. These simulation results illustrate the effectiveness of the proposed method applied on a large network.

**TABLE VI**

<table>
<thead>
<tr>
<th>Generator No.</th>
<th>$\alpha_i$ [$$/MW$^2$]</th>
<th>$\beta_i$ [$$/MWh]</th>
<th>$\gamma_i$ [$$/h]</th>
<th>$P_i^{min}$ [MW]</th>
<th>$P_i^{max}$ [MW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00375</td>
<td>2</td>
<td>0</td>
<td>50</td>
<td>200</td>
</tr>
<tr>
<td>2</td>
<td>0.0175</td>
<td>1.75</td>
<td>0</td>
<td>20</td>
<td>80</td>
</tr>
<tr>
<td>3</td>
<td>0.0625</td>
<td>1</td>
<td>0</td>
<td>15</td>
<td>50</td>
</tr>
<tr>
<td>4</td>
<td>0.00834</td>
<td>3.25</td>
<td>0</td>
<td>10</td>
<td>35</td>
</tr>
<tr>
<td>5</td>
<td>0.025</td>
<td>3</td>
<td>0</td>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td>6</td>
<td>0.025</td>
<td>3</td>
<td>0</td>
<td>12</td>
<td>40</td>
</tr>
</tbody>
</table>

**TABLE VII**

<table>
<thead>
<tr>
<th>Load No.</th>
<th>$P_i^d$ [MW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>21.7</td>
</tr>
<tr>
<td>3</td>
<td>2.40</td>
</tr>
<tr>
<td>4</td>
<td>7.60</td>
</tr>
<tr>
<td>5</td>
<td>94.2</td>
</tr>
<tr>
<td>6</td>
<td>0.00</td>
</tr>
<tr>
<td>7</td>
<td>22.8</td>
</tr>
<tr>
<td>8</td>
<td>3.00</td>
</tr>
<tr>
<td>9</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>5.80</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Load No.</th>
<th>$P_i^d$ [MW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>21.7</td>
</tr>
<tr>
<td>12</td>
<td>11.2</td>
</tr>
<tr>
<td>13</td>
<td>0.00</td>
</tr>
<tr>
<td>14</td>
<td>8.20</td>
</tr>
<tr>
<td>15</td>
<td>14</td>
</tr>
<tr>
<td>16</td>
<td>3.50</td>
</tr>
<tr>
<td>17</td>
<td>19.20</td>
</tr>
<tr>
<td>18</td>
<td>3.20</td>
</tr>
<tr>
<td>19</td>
<td>9.50</td>
</tr>
<tr>
<td>20</td>
<td>2.20</td>
</tr>
</tbody>
</table>

**TABLE VIII**

<table>
<thead>
<tr>
<th>Total Demand $P_d$ [MW]</th>
<th>Optimized Power Output $P_i$ [MW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gen 1</td>
<td>Gen 2</td>
</tr>
<tr>
<td>283.4</td>
<td>185.03</td>
</tr>
<tr>
<td>368.42</td>
<td>200.03</td>
</tr>
<tr>
<td>226.72</td>
<td>140.71</td>
</tr>
</tbody>
</table>

Total Demand $P_d$ [MW] | Optimized Power Output $P_i$ [MW]
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D. Case Study 4: Comparison With Heuristic Search Method

In this section, we apply one popular heuristic search method, i.e., genetic algorithm proposed in [31], to our proposed ED problem for comparison. The parameters of the test system are the same as those in case study 1. Some key parameters of the GA method are listed in Table IX. The fitness function is chosen as the total cost in (1) plus some penalty functions constraining the variables according to [31]. The evolution of the fitness value is shown in Fig. 10. The best fitness value for a population is the smallest fitness value among all the individuals in the population, while the mean fitness value is the average of their fitness values [31]. After 51 generations, the mean fitness approaches to the best fitness value. The GA stops when the average relative change in the fitness value is less than the predefined function tolerance, which is listed in Table IX. The final power outputs are obtained from the best individual of the last generation as $P_1^* = 349.06$ MW, $P_2^* = 103.5257$ MW, $P_3^* = 50.0306$ MW, and $W_1^* = 97.3836$ MW with the total cost $C = 5614.78$. Comparing to the results in case study 1 ($P_1^* = 351.7814$ MW, $P_2^* = 100.0248$ MW, $P_3^* = 50.0248$ MW, and $W_1^* = 98.1691$ MW with a total cost $C = 5614.48$), they are about the same. The consistency of these results further illustrates and verifies the effectiveness of our scheme.

However, such similar results are achieved with three major differences between GA method and our proposed approach. First, similar to most heuristic search methods, the GA method is a centralized one while ours is fully distributed. Second, the GA method does not have the plug-and-play property. Third, the operation and implementation costs are different.

VI. CONCLUSION

In this paper, a fully distributed ED algorithm based on FAC and projected gradient is proposed for smart grid systems with random wind power. By allowing each agent to communicate with their neighbor agents, the total cost of the whole system can be minimized by the proposed distributed ED algorithm while satisfying both equality and inequality constraints. Compared to the existing methods, no private confidential gradient or incremental cost information exchange is needed and the objective function is not required to be quadratic. What is more, the initial estimate values of our proposed method can be chosen arbitrarily by each agent individually. The effectiveness of the proposed scheme has been validated by several case studies including without generator constraints, with generator constraints, plug-and-play of generators and loads and a large IEEE 30-bus test system. The results show good performance of the proposed method.

As an alternative approach, how to develop a distributed ED strategy based on stochastic programming method is an interesting topic worthy of consideration as a future work.
APPENDIX A

COST PENALTY RELATED FUNCTION OF WIND TURBINE

The underestimation cost can be expressed as the penalty cost for not using all the available wind power, which is linear to the mean of random variable \(Y_{uc}=W_{ja}-\bar{W}_j\). The expression of \(E(Y_{uc,i})\) is derived in [21] as

\[
E(Y_{uc,i}) = (W_r - \bar{W}_j) \left[ \exp\left(-\frac{v_{in}^c}{c^c}\right) + \exp\left(-\frac{v_{out}^c}{c^c}\right) \right]
+ \frac{W_r v_{in}}{v_r - v_{in}} + W_j \left[ \exp\left(-\frac{v_{in}^c}{c^c}\right) - \exp\left(-\frac{v_{out}^c}{c^c}\right) \right]
+ \frac{W_r c}{v_r - v_{in}} \left[ \Gamma\left[1 + \frac{1}{\kappa}, \frac{v_{in}^c}{c^c}\right] \right.
\left. - \Gamma\left[1 + \frac{1}{\kappa}, \frac{v_{out}^c}{c^c}\right]\right].
\]

(14)

where \(W_r\) is the rated wind power, \(v_{in}\), \(v_{out}\), and \(v_{cut}\) are the rated, cut-in and cut-out wind speeds, \(\kappa\) and \(c\) are the scale factor and shape factor of the Weibull distribution of wind, \(\Gamma(\alpha, x)\) is a standard incomplete gamma function, and \(v_j\) is an intermediary variable, which is given as

\[
v_j = v_{in} + \frac{(v_r - v_{in})W_r}{W_r}.
\]

(15)

Note that in order to simplify the notation, we have dropped the subscript \(j\) in the above parameters.

Similarly, the overestimation cost is due to the available wind power being less than the scheduled wind power so needs to get some power from other source, e.g., ESS, which is expressed as \(C_{wuj}E(Y_{uc,i})\), where \(E(Y_{uc,i})\) is given as

\[
E(Y_{uc,i}) = W_j \left[ 1 - \exp\left(-\frac{v_{in}^c}{c^c}\right) + \exp\left(-\frac{v_{out}^c}{c^c}\right) \right]
+ \frac{W_r v_{in}}{v_r - v_{in}} + W_j \left[ \exp\left(-\frac{v_{in}^c}{c^c}\right) - \exp\left(-\frac{v_{out}^c}{c^c}\right) \right]
+ \frac{W_r c}{v_r - v_{in}} \left[ \Gamma\left[1 + \frac{1}{\kappa}, \frac{v_{in}^c}{c^c}\right] \right.
\left. - \Gamma\left[1 + \frac{1}{\kappa}, \frac{v_{out}^c}{c^c}\right]\right].
\]

(16)

APPENDIX B

PROJECTION OPERATION

In the formulated ED problem, if the generator constraint is ignored, the constraint set for each agent \(X_{k,i}\) is identical, e.g., \(\sum_{i=1}^{N} x_i = P_d\). This can be treated as a “N-dimension” plane in the Hilbert space with the normal vector \(\bar{n} = [1 \cdots 1]^T\in\mathbb{R}^{N\times1}\). The projection operation for a given point \(p_0 = [x_1, x_2, \ldots, x_N]^T\) to this plane can be easily obtained as

\[
P_{X_{k}}[p_0] = p_0 - \frac{\bar{n}^T p_0 - P_d \bar{n}}{N}, \quad k = 1, \ldots, N.
\]

(17)

Obviously, if \(p_0 \in X_{k,i}\), then \(P_{X_{k,i}}[p_0] = p_0\).

If the generator constraint, i.e., \(P_{k,\text{min}} \leq x_k \leq P_{k,\text{max}}\) is imposed, then the projection operation should consider the boundary constraint. Let \(p_1 = P_{X_{k}}[p_0]\), if \((p_1)_k > P_{k,\text{max}}\) or \((p_1)_k < P_{k,\text{min}}\), then set \((p_1)_k = P_{k,\text{max}}\) or \((p_1)_k = P_{k,\text{min}}\) respectively, where \((,)\) denotes the \(k\)th component of the vector. Let \(p_2 \in \mathbb{R}^{(N-1)\times1}\) be the remaining vector by removing \((p_1)_k\), i.e., \(p_2 = [x_1, \ldots, x_{k-1}, x_{k+1}, \ldots, x_N]^T\). Then project \(p_2\) onto the new constraint set \(X_{k,i}\), i.e., \(\sum_{i=1}^{N} x_i - x_k = P_d - P_{k,\text{max}}\) or \(\sum_{i=1}^{N} x_i - x_k = P_d - P_{k,\text{min}}\) using the following operations:

\[
P_{X_{k,i}}[p_2] = \begin{cases} 
    p_2 - \frac{\bar{n}^T p_2 - P_d + P_{k,\text{max}}}{N-1} \bar{n}, & (p_1)_k > P_{k,\text{max}} \\
    p_2 - \frac{\bar{n}^T p_2 - P_d + P_{k,\text{min}}}{N-1} \bar{n}, & (p_1)_k < P_{k,\text{min}}
\end{cases}
\]

(18)

where \(\bar{n} = [1 \cdots 1]^T\in\mathbb{R}^{(N-1)\times1}\). Let \(p_3 = P_{X_{k,i}}[p_2]\), the final projection result of \(p_0\) with consideration of boundary constraint can be obtained by inserting \((p_1)_k\) into \(p_3\) in the \(k\)th place, that is

\[
P_{X_{k,i}}[p_0] = \left[ (p_3)_1, \ldots, (p_3)_{k-1}, (p_1)_k, (p_3)_{k+1}, \ldots, (p_3)_{N-1} \right]^T.
\]

(19)
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