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Abstract

In this paper, a real-life project database is created, outranking the existing empirical databases from project management literature in both size
and diversity. To ensure the quality of the added project data, a database construction and evaluation framework based on the so-called project
cards is developed. These project cards incorporate the concepts of dynamic scheduling and introduce two novel evaluation measures for the
authenticity of project data. Furthermore, an overview of the constructed database leads to statements on the difference between planned and actual
project performance and on the earned value management (EVM) forecasting accuracy. Moreover, the database is publicly available and can thus
become the basis for many future studies related to project management, of which a few are suggested in this paper. To further support these
studies, the database will continuously be extended utilizing the project cards. Furthermore, the project cards can also serve didactical purposes.
© 2014 Elsevier Ltd. APM and IPMA. All rights reserved.
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1. Introduction

The concept of dynamic scheduling was introduced by
Uyttewaal (2005) and further extended by Vanhoucke (2012b) and
incorporates the three dimensions of project management: baseline
schedule, risk analysis, and project control. The baseline schedule
expresses the planned course of a project and acts as a central point
of reference for the two other dimensions. The search for the best
possible baseline schedule under certain resource restrictions is
known as the resource-constrained project scheduling problem
(RCPSP). During the risk analysis phase, Monte Carlo simulations
are used to generate activity durations and costs that deviate from
their baseline values in order to assess the impact of these deviations
on the time and cost objectives of the project. This technique is also
called schedule risk analysis (SRA) and was first introduced by
Hulett (1996). Project control then consists of the monitoring of the
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performance of a project in progress and comparing it to the baseline
schedule with the aim of triggering corrective actions when the
project's objectives are jeopardized. Earned value management
(EVM), with the incorporation of the earned schedule (ES) concept,
is the preferred technique for performing project control. This
technique will more elaborately be discussed in Section 2.1.4.

In the last few years, there has been extensive high-quality
research on each of the three dimensions of dynamic scheduling,
which proves their relevance to modern-day project management.
Concerning baseline scheduling, Hartmann and Briskorn (2010)
provided an overview and classification of the most important
extensions of the RCPSP. More recently, several project
scheduling researchers focused on one particular extension of the
RCPSP, namely the multi-mode RCPSP (MRCPSP), in which
multiple execution modes are available for each activity in the
project (Coelho and Vanhoucke, 2011; Deblaere et al., 2011;
Elloumi and Fortemps, 2010; Van Peteghem and Vanhoucke,
2010, 2014; Wang and Fang, 2011, 2012). Elaborate research into
the performance of SRA was conducted by Vanhoucke (2010a),
while Trietsch et al. (2012) investigated the use of lognormal
distributions for activity durations.Moreover, several new studies
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Table 1
Chronological overview of project control studies using real-life project data.

Paper # Projects # Sectors (companies)

Bright and Howard (1981) 11 1 (1)
Covach et al. (1981) 17 1 (1)
Riedel and Chance (1989) 56 1 (1)
Zwikael et al. (2000) 12 1 (1)
Henderson (2003) 6 1 (1)
Henderson (2005) 1 1 (1)
Vandevoorde and Vanhoucke (2006) 3 1 (1)
Hecht (2007) 1 1 (1)
Lipke (2009) 16 a 2 (2)
Rujirayanyong (2009) 2 1 (1)
Tzaveas et al. (2010) 1 1 (1)
This paper (2014) 51 5 b (47)
a These projects are the same as those used by Zwikael et al. (2000) and

Henderson (2003).
b There are 5 sectors if construction is perceived as one overarching industry.

However, if construction is divided into its constituting subsectors (infra
Fig. 1a), 9 different sectors can be identified.
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are concerned with risk analysis in general (Hartono et al., 2014;
Nasirzadeh et al., 2014; Taroun, 2014; Zhang and Fan, 2014;
Zwikael et al., 2014). Research on project control has also been
widespread, with an emphasis on the development of probabi-
listic forecasting techniques based on the EVM methodology
(Caron et al., 2013; Kim and Reinschmidt, 2009, 2010, 2011;
Lipke et al., 2009; Naeni et al., 2011; Narbaev and De Marco,
2014). Furthermore, several authors proposed to integrate risk
analysis techniques with project control approaches (e.g. SRA
with EVM) in order to enhance the decision-making process for
taking corrective actions (Acebes et al., 2014; Colin and
Vanhoucke, 2014; Elshaer, 2013; Pajares and López-Paredes,
2011; Vanhoucke, 2011, 2012a).

This last research trend has inspired the renaming of the
concept of dynamic scheduling to integrated project manage-
ment and control (Vanhoucke, 2014). The new term indeed better
represents the integrative interaction between the three dimen-
sions, especially between risk analysis and project control.
Furthermore, it stresses the importance of project control. Indeed,
controlling the project during its progress should be the main
concern of a project manager. Therefore, further discussions on
integrated project management and control will mainly refer to
the project control dimension, and thus to EVM.

Previous studies have conducted research on integrated project
management and control based on both generated (Agrawal et al.,
1996; Boctor, 1993; Demeulemeester et al., 2003; Kolisch and
Sprecher, 1996; Kolisch et al., 1995; Schwindt, 1995; Tavares,
1999; Van Peteghem and Vanhoucke, 2014; Vanhoucke et al.,
2008) and real-life project data (Bright and Howard, 1981; Covach
et al., 1981; Hecht, 2007; Henderson, 2003, 2005; Lipke, 2009;
Riedel and Chance, 1989; Rujirayanyong, 2009; Tzaveas et al.,
2010; Vandevoorde and Vanhoucke, 2006; Zwikael et al., 2000).
However, in the latter case, the data set was often of insufficient
size and always of inadequate diversity for obtaining generalizable
conclusions, as Table 1 indicates. Regarding diversity, the data sets
consisted of mutually similar projects situated within the same
sector and mostly even within the same company. This is, for
example, also the case for the study of Riedel and Chance (1989)
listed in Table 1, for which a sufficient number of projects was
considered, however, all originating from one and the same USAir
Force division.

Note that size and diversity can indeed be identified as the two
main quality-determining properties of a database (Christensen et
al., 1995; Vanhoucke, 2011). Consequently, many authors have
expressed the need for performing integrated project management
and control research – in particular research on project control – on
a large and diverse data set of real-life projects (Henderson, 2003,
2004, 2005; Lipke, 2009, 2013; Tzaveas et al., 2010; Vanhoucke,
2011; Zwikael et al., 2000). However, no existing project database
seems to meet these requirements. Therefore, the main goal and
contribution of this paper lies in the creation of a large and diverse
database consisting of qualitative real-life project data that can
become the basis for multiple studies related to one or more of
the dynamic scheduling dimensions. Moreover, to ensure that the
project data are indeed qualitative and sufficiently diverse, a
framework for database construction and evaluation will be
introduced.
Note that none of the earlier data sets mentioned in Table 1 have
been made publicly available. For some of the smallest data sets
(Rujirayanyong, 2009; Tzaveas et al., 2010; Vandevoorde and
Vanhoucke, 2006), somewhat more extensive project data are
provided in the paper itself, but never down to the activity level. In
contrast, our entire database – including the specific activity data
for all projects – can be consulted at www.or-as.be/research/
database (OR-AS, 2014a).

Summarized, the contribution of this paper is fourfold:

∙ A real-life project database is created, outranking the existing
empirical databases from project management literature in both
size and diversity. Moreover, the database will continuously be
extended and is made publicly available, so that it can become
the basis for many future studies related to project management.

∙ A database construction and evaluation framework is devel-
oped, based on the so-called project cards (see Section 2.1).
Through implementation of these project cards, the quality of
the added data can be guaranteed.

∙ The project cards can also serve didactical purposes. More
concretely, they can be used for introducing students to the three
dimensions of integrated project management and control – all
incorporated in the project cards (see Sections 2.1.2 to 2.1.4) –
in a more practical context.

∙ The performed database evaluation yields interesting initial
results (e.g. on the difference between planned and actual
project performance and on EVM forecasting accuracy; see
Section 3), which can be further explored in a future research.
The specific outline of the rest of the paper is as follows. In

Section 2, the framework for database construction and evaluation
based on the project cards is introduced. Furthermore, it is
presented how these project cards can be applied in order to ensure
qualitative database extension. Section 3 then provides an
overview of the general characteristics of the constructed database,
based on the information that is included in the project cards.
Finally, in Section 4, general conclusions are drawn and actions for
further research are suggested.

http://www.or-as.be/research/database
http://www.or-as.be/research/database
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2. Methodology

This section starts with the introduction of a data categoriza-
tion and evaluation tool called project cards and the definition of
the associated metrics of project authenticity and tracking
authenticity (Section 2.1). Subsequently, in Section 2.2, it is
presented how these project cards can be used as a framework for
database construction and evaluation with the aim of ensuring the
diversity and authenticity of the real-life project database.

2.1. Introduction of project cards

With the aim of obtaining a clear overview of the projects in the
database, the so-called project cards were introduced. A project
card summarizes the whole of the project data (i.e. general
characteristics, risk information and tracking data) for a certain
project in an orderly and structured manner. Its main structure
originates from the three dimensions of dynamic scheduling
(or integrated project management and control) – baseline
scheduling, risk analysis and project control – as presented by
Vanhoucke (2012b, 2014). Although every project card pos-
sesses self-contained clarity, a brief presentation of the constitut-
ing elements is provided in the following subsections. The
presentation of the project cards is logically construed according
to the three dynamic scheduling dimensions, preceded by an
introductory subsection which describes the header of a project
card. For illustration, an example project card is included in
Appendix A. Moreover, the project cards for all projects in the
database are available on the supporting website (OR-AS,
2014a).

2.1.1. Header
The header of a project card comprises information such as the

project's name, the sector in which the project is situated, the name
of the data submitter, the submission date, and the name of the
corresponding data file. Concerning this last aspect, all project data
are available in the form of files from the project management
software tool ProTrack (OR-AS, 2014b). On the supporting
website (OR-AS, 2014a), the project data are also available in this
format. Furthermore, the preceding code in the file name reflects
the year in which the project data were received and the sequence
number of the project. A short description of the concerned project
is also included just below the project card header.

It is important to realize that the project cards not only allow an
easier categorization of the projects, they also enable the evaluation
of the completeness and quality of the received data.

More concretely, the extent to which each of the three dynamic
scheduling dimensions was covered by the project data is
expressed by a three-level color code which is based on the ‘traffic
light approach’ proposed by Anbari (2003). A green, yellow and
orange color (indicated as the respective categories G, Y and O in
upcoming figures) respectively indicates full, mediocre and rather
poor completeness of data. Materializing the approach for the three
dynamic scheduling dimensions individually, full completeness is
achieved for the baseline schedule when resources and costs were
included, for the risk analysis when non-standard risk distribution
profiles for activity durations were defined, and for project control
when tracking data originated from user input (instead of from
simulations).

Furthermore, the concept of project authenticity was intro-
duced. We say that full project authenticity is achieved when
activity, resource and (baseline) cost data were all obtained directly
from the actual project owner. Full authenticity of data thus implies
that the data collector did not make any personal assumptions
regarding the relevant data types. Moreover, project authenticity is
assessed and represented in the same way as the dynamic
scheduling dimensions, that is, using the three-level color code.
More specifically, full authenticity corresponds to a green color,
and for every mentioned data type that was not obtained from the
actual project owner, the color level is reduced by one (first to
yellow, then to orange).

2.1.2. Baseline schedule
The baseline schedule section of a project card provides some

general information about the number of activities, the planned
total duration, and the budgeted total cost of the project.
Furthermore, the number of renewable and consumable (or
non-renewable) resources identified for the project is mentioned.
The topology of the project network is reflected by four indicators,
namely activity distribution (AD), length of arcs (LA), topological
float (TF), and the serial/parallel-indicator (SP). For an elaborate
discussion of these topological indicators, the reader is referred to
Tavares et al. (1999) and Vanhoucke et al. (2008).

Nevertheless, the last indicator in the list can be deemed the
most important one, as previous research (Vanhoucke and
Vandevoorde, 2007) already indicated that the SP has a significant
influence on the performance of EVM as a project control
technique, whereas similar results could not (yet) be found for the
other topological indicators. More concretely, the SP describes a
project's network structure in terms of how close the network is to
a serial (or parallel) network. The indicator ranges from 0% to
100%, with SP = 0% indicating that all activities are in parallel and
SP = 100% signifying that the project network is completely
serial. Between these two extreme values, networks can be closer
to either a serial or a parallel network. Moreover, a presentation of
the SP-related characteristics of the projects in our database will be
part of Section 3.

2.1.3. Risk analysis
Risk analysis is based on Monte Carlo simulations. In order to

generate activity duration and cost deviations (with respect to the
baseline values), risk distribution profiles have to be identified for
the activity durations. In this study, the simulations are performed
with the project management software tool ProTrack (OR-AS,
2014b) andmake use of triangular risk distribution profiles that can
be either symmetrical, skewed to the left or skewed to the right,
according to the specific activity characteristics. It is assumed
that the variable costs of an activity vary uniformly with the
corresponding activity duration. In contrast, the fixed cost figures
always remain constant. Furthermore, the standard symmetric
profiles are assumed when the data providers did not include any
information about the specific activity risk distributions.Moreover,
100 Monte Carlo simulation runs are performed for each project.

Recall that the goal of risk analysis is to assess the impact of
activity duration and cost deviations on the time and cost objectives
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of the project. To measure the criticality and/or sensitivity of a
project's activities, several sensitivity measures have been
proposed, these are the criticality index (CI), the significance
index (SI), the schedule sensitivity index (SSI), and three versions
of the cruciality index (CRI). An elaborate discussion of these
measures can be found in several research papers (Elmaghraby,
2000; PMI, 2004; Vanhoucke, 2010b; Williams, 1992).

2.1.4. Project control
The preferred methodology for performing project control is

EVM, a technique that integrates the three critical project
management elements of cost, schedule and scope. The reader
can consult several works in which a detailed discussion of both the
basic and more thoroughgoing concepts of EVM – like the various
performance metrics – is performed (Anbari, 2003; Fleming and
Koppelman, 2010; PMI, 2005; Vanhoucke, 2010b). The utility of
EVM is not limited to the evaluation of the current project schedule
and cost performance, moreover, the technique can also be used for
predicting the eventual project duration and budget.

The most commonly used EVM time and cost forecasting
methods can be identified from Vanhoucke (2012b). More
concretely, it concerns nine time and eight cost forecasting
methods. For time forecasting, the nine methods can be grouped
into three overarching methodologies, being the planned value
method (PVM) by Anbari (2003), the earned duration method
(EDM) by Jacob andKane (2004), and the earned schedulemethod
(ESM) by Lipke (2003). All the methods, also those for cost
forecasting, differ in the sense that they rely on a specific
performance factor (PF) that expresses a certain assumption about
the expected performance of future work.

All nine time and eight cost forecasting methods are presented
on the project cards. However, they are not only presented, they are
also evaluated based on their accuracy. More specifically, the
forecasting methods' accuracy is assessed through the mean
absolute percentage value (MAPE) and mean percentage error
(MPE). For a calculation example of these measures in an EVM
setting, the reader is referred to Vanhoucke (2010b). Moreover, the
MAPE has been used in multiple other studies on project
forecasting accuracy (Elshaer, 2013; Rujirayanyong, 2009;
Vanhoucke and Vandevoorde, 2007).

Furthermore, there are two types of forecasting to be identified:
simulated forecasting and real forecasting. Simulated forecasting is
the type of forecasting that is based on theMonte Carlo simulations
that were discussed in Section 2.1.3. Since it was mentioned there
that 100 simulation runs are performed for each project, the
simulated forecasting results presented on the project cards are the
average over these 100 runs. Moreover, the results for every
individual Monte Carlo run are based on simulated progress data
over 20 tracking periods. This implies that the tracking periods for
simulation are assigned a length of ⌊PD/20⌋, with PD being the
planned duration of the project.

It is important to realize that for projects that have been
generated by a project network generator (Agrawal et al., 1996;
Demeulemeester et al., 2003; Kolisch et al., 1995; Schwindt, 1995;
Tavares, 1999; Vanhoucke et al., 2008) and/or are part of a
benchmark dataset (Boctor, 1993; Kolisch and Sprecher, 1996;
Van Peteghem and Vanhoucke, 2014), one can only perform the
above described simulated forecasting due to the inherent absence
of real tracking data for those projects. In contrast, for real-life
projects that include tracking information obtained directly from
the actual project owner, one can also obtain real forecasting
results. The accuracy of a real time or cost forecast is assessed by
comparing the forecasted values, obtained from a certain
forecasting method, with the actual final project duration or cost,
and this at predefined times throughout the project (i.e. at the end of
each tracking period). This approach for accuracy assessment
actually corresponds to the calculation of the MAPE.

One should note that real forecasting accuracy can only be
calculated after the project has ended. On the other hand, simulated
forecasting can already be performed before the project starts,
meaning that the corresponding accuracy is known prior to project
launch. Also notice that simulated forecasting can just as well be
conducted for real-life projects, as the only requirement is the
definition of risk distribution profiles for the individual activity
durations. Hence, previous statements point out the possibility of
comparing simulated and real forecasting results for real-life
projects with authentic tracking data. This comparison has not yet
explicitly been made in literature and can therefore be identified as
an interesting topic for future research.

At the end of the previous paragraph, there was an indication of
the need for projects with authentic tracking data. Therefore, in
order to assess whether or not tracking data are authentic, the
concept of tracking authenticity was introduced. We say that full
tracking authenticity is achieved when the tracking data that were
obtained from the project owner include actual activity start dates,
durations and costs. Furthermore, tracking authenticity is evaluated
according to the same color code-based approach as presented for
project authenticity (see Section 2.1.1).

2.2. Application of project cards

In addition to the requirement of size, the aim was to create a
diverse database consisting of qualitative (i.e. authentic) real-life
project data. To realize this objective, the project cards were
applied as a database construction and evaluation framework.

The diversity and authenticity properties of the database are
shown in Fig. 1. More specifically, Fig. 1a to c expresses the
database diversity with respect to sector, planned duration, and
budget at completion, respectively. Fig. 1d displays the level of
project authenticity of the projects in the database, using the
three-level color code – green (G), yellow (Y) and orange (O) – as
described in Section 2.1.1. The tracking authenticity (Fig. 1e) is
presented in the same way, only that one category (N/A) is added
to represent the projects for which no real tracking data were
provided.

Notice that (some of) the bars in the subfigures of Fig. 1 consist
of a lighter base and a darker top. The lighter parts represent the
initial database of 33 projects which were received during the
period 2011–2012, whereas the darker top parts show how the
database was extended after the introduction of the project cards.
Note that all data were obtained from the master students in Civil
Engineering and Business Engineering of Ghent University. More
specifically, these students have performed case studies at a wide
variety of national (i.e. Belgian) and international companies for
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the completion of a master's thesis or a project management
course, all under the careful supervision of the academic staff.

The project cards enabled the evaluation of the initial database
according to the criteria of diversity and authenticity. In that way,
gaps in the database characteristics could be identified. In this
particular case, an obvious gap was the underrepresentation of
projects with real tracking data. Fig. 1e indicates that only five
a

b

d

Fig. 1. Diversity and authe
projects comprised tracking information (category G, Y and O
together) and that for only two of those the information was
completely authentic (category G only). Furthermore, we strived to
only extend the database with fully authentic data (category G in
Fig. 1d), thus assuring the quality of the database. This specific
need for fully authentic projects with complete tracking informa-
tion was communicated to the data providers (i.e. the master
c

e

nticity of the database.
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students) and translated into the more visual and comprehensible
demand that project control and both project and tracking
authenticity should receive a green color on the project card. The
respective requirements for ‘green’ elements are defined on the
project card itself (see Appendix A), so that the students were
provided with all the information necessary to gather the requested
data. In this view, the project cards also exhibit a didactical utility
and can be said to reflect the concept of ‘education feeding
research’, and vice versa.

The methodology described in the previous paragraph was
applied and proved to be successful. Indeed, only fully authentic
projects were added to the database (Fig. 1d), and moreover, all
(but one) of them comprised complete tracking information
(Fig. 1e). Also notice that two existing projects were ‘upgraded’
by the data providers (see shaded part of rightmost bar of Fig. 1e)
after the latter had received a project card with the requirements for
new project data. More specifically, real tracking information was
added for both projects, which was in accordance with our primary
demand for database extension. This event provides an indication
of the benefits of using the project cards for database construction.

From the above discussions, the usefulness of the project card
methodology as a framework for qualitative database extension
appears. Moreover, database extension can be perceived as an
ongoing dynamic process. That is, the requirements for new
projects can change over time. In our specific case for example,
one could argue that the database diversity is somewhat
compromised because of the preponderance of projects
situated in the broad construction sector1 (Fig. 1a). Therefore,
we could start a new database extension with an adjusted focus on
adding non-construction projects, which of course would still
need to be fully authentic and comprise real tracking information.
Again, the project cards could be utilized to express and
communicate these revised needs. It lies in our intention to
effectively implement the dynamical process for database
extension as presented here, so that our database can continue
to grow in both size and diversity, and increasingly generalizable
conclusions could be drawn (Christensen et al., 1995).

3. Overview

This section provides an overview of the global character-
istics of the constructed database. This is not only useful for
discovering gaps in the current project data so that the
relevance and quality of future database extensions can be
guaranteed (i.e. a continuation of Section 2.2), but also for the
identification of more general research topics related to project
management. As already mentioned, the data of all individual
projects in the database are available online (OR-AS, 2014a).
Moreover, the outcomes discussed here can all be retrieved
from the project cards.

Following the structure of the project cards, we start with the
assessment of the three dynamic scheduling dimensions for
the projects in our database. The results are shown in Fig.2. For
1 According to Tzaveas et al. (2010), the prevalence of construction projects
should, however, not be regarded as a weakness, as earlier studies on EVM – and
project control by extension – were mainly limited to IT and high tech projects.
the explanation of the applied color-based evaluation methodol-
ogy, we refer to Section 2.1.1.

Fig. 2a indicates that the baseline schedule of the projects in
our database is overall fairly complete, as green (G) is the
dominant color. However, still about half of the baseline
schedules are not fully complete. This is mainly due to the
absence of resource information in the projects. Indeed, for
only 27 of the 51 projects in the database, renewable resources
were identified. Moreover, only one of these projects also
comprises consumable resources. Therefore, we pursue to
include resource information for newly added projects.

Concerning the risk analysis dimension, it can be observed that
all projects in the database are at least of medium completeness
(Fig. 2b). The prevalence of mediocre completeness (i.e. category
Y) is due to the absence of customized risk distributions for activity
durations in many projects. In these cases, the Monte Carlo
simulations are based on the standard symmetric activity duration
profiles. In the future, we therefore aim to extend the database with
projects containing customized activity duration distributions.

From Fig. 2c, one can observe that the database contains
slightly more projects with real tracking data (i.e. category G) than
without tracking data (i.e. category O). Note that all projects that
were added to the database after the introduction of the project
cards indeed comprised real tracking data. This could already be
seen from Fig. 1e. Obviously, this evolution will be maintained for
future database extensions.

Now consider the size of the database. It was already indicated
in Table 1 that the current database comprises 51 projects. The
evolution of the database size in the past year and a half is shown in
Fig. 3. Moreover, it is our intention to sustain the steady increase in
database size in the future.

As the authenticity of the database was already discussed in
Section 2.2, we continue this overview with the evaluation of the
database diversity. Fig. 1a indicates that the database covers five
main sectors: construction; IT; event management; education;
and production. Moreover, the last sector was only added after –
and thanks to– the introduction of the project cards. Furthermore,
it clearly shows that construction is the dominant sector, which
was already implied in the last paragraph of Section 2.2.
However, the construction industry is very wide and comprises
various subdivisions that exhibit mutually different characteris-
tics. As such, we can break down the construction sector into
civil, industrial and building construction. Furthermore, building
construction can, in its turn, further be split into commercial,
institutional and residential building. When considering these
different areas of construction, the sector-related diversity of our
database proves acceptable.

Fig. 1b and c2 respectively shows that the projects' planned
duration ranges from less than three months to more than four
years and that their budget at completion varies from less than
€ 100,000 to over € 500,000,000 (with a peak project budget
of up to 5 billion euros). These ranges indicate that the diversity
of our database concerning project duration and budget is also
guaranteed. Furthermore, the average project in the database
2 Note that the total number of projects in Fig. 1c does not sum up to 51, but only to
45. The reason is that for 6 of the projects in the database, no cost data were included.
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Fig. 2. Completeness of the dynamic scheduling dimensions.
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has a planned duration of about ten months and a budget at
completion of just under € 130,000,000.

Another characteristic of the average project is that it consists
of 85 activities. A distribution of the projects' activity quantum is
displayed in Fig. 4a. Note that the number of activities that has
been defined for a certain project is not necessarily related to the
size of the project (with size expressed in terms of planned
duration and/or budget at completion). Indeed, the number of
activities within a project primarily depends on the level to which
the project has been broken down (this is related to the work
breakdown structure or WBS of the project (PMI, 2004)). More
specifically, one and the same project can be broken down into
hundreds of specific tasks, but it can also be divided into only a
dozen very general work packages. Although the chosen division
of a project into its constituting activities does not intrinsically
change the project, it can influence the project control outcomes
and thus the possible management actions. The nature and
importance of this effect should be assessed in future studies.
Another factor that can affect the project control results is the
chosen tracking frequency, or more specifically, the resulting
number of tracking periods (Fig. 4b). Note that the projects
presented in Fig. 4b correspond to the 25 projects for which real
tracking data were included (see category G in Fig. 2c). For these
projects, we observed that project monitoring was performed over
an average of 19 tracking periods. Of course, the number of
tracking periods is partly related to the planned (and actual)
duration of the project. Moreover, tracking periods do not
necessarily have to be of equal length (e.g. one week, one
month). In our database, for instance, there are 7 projects for which
tracking was performed at irregular time intervals. These cases
occur, for example, when project performance is assessed after the
accomplishment of certain milestones, instead of on a regular
weekly or monthly basis. The choice for one monitoring approach
or another can indeed influence the tracking results. Therefore, the
evaluation of the effect of tracking frequency on project control
outcomes is also a subject for further research.

In Section 2.1.2, the serial/parallel-indicator SP was identified
as an important topological indicator. Therefore, the SP-related
characteristics of our database are presented here. It was already
mentioned in Section 2.1.2 that completely parallel projects are
indicated by an SP of 0% and completely serial projects by an SP
of 100%, with project networks closer to either a parallel or a serial
network lying between these two extremes. In order to allow a clear
presentation of the SP-related characteristics of our database, the
projects are subdivided into three SP-based categories as defined in
Table 2.

It is clear from Table 2 that there are considerably more parallel
projects in the database than there are serial projects. According to
the simulation study of Vanhoucke and Vandevoorde (2007), these
parallel projects should exhibit a lower project control performance
(or more concretely, a lower EVM time forecasting accuracy) than
the serial projects. The testing of this assertion on a real-life project
database makes an interesting subject for future research.

Nevertheless, some preliminary results concerning the EVM
forecasting accuracy – for both time and cost – can already be
presented in the context of this paper. Table 3 displays the number
of times that a certain time or cost forecastingmethod, based on the
selection of Vanhoucke (2012b) and included in the project cards
(see Appendix A), provides the most accurate predictions (based
on MAPE calculations), and this over all projects in the database
for which real tracking was performed. Furthermore, when two
forecasting methods proved equally accurate for a certain project,
both methods received a plus one in Table 3.

Table 3 seems to provide quite a clear first indication that the
ES-based method with PF = 1 (i.e. ES-1) is the most accurate
method for time forecasting and that performance factors 1 and CPI
perform best for cost forecasting. However, keep in mind that these
are the results of a fairly basic study. Future research should extend
this study so that the preliminary results could be further supported.

For the projects with real tracking information, some
interesting observations regarding the difference between the
planned performance and the actual performance can be made, and
this for both time and cost. We now refer to Table 4 and Fig. 5.

Table 4 and Fig. 5a show that about 60% of the projects
finishes late, whereas only a third is completed ahead of schedule.



Fig. 3. Evolution of database size.
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Moreover, when a project is late, on average, it ends with a delay
of 19.1%. The average time savings of an early project are
somewhat lower, namely 13.5%.

Regarding cost performance, almost as many projects come in
under budget as over budget. However, the average cost reduction
for an under budget project (8.9%) is significantly lower than the
mean extra cost that is incurred for an over budget project (22.1%).
a

b

Fig. 4. Characteristics influencing project control results.
Fig. 5b indeed indicates that the magnitude of budget overruns can
be much greater than that of cost savings.

Furthermore, the average project in the database is 6.6% late
and is 7.3% over budget. In absolute numbers, this is reflected by a
delay of just over 18 days (corresponding to the mean SV(t)) and
an additional cost of about€ 630,000 (corresponding to the mean
CV). The fact that the average project is late and over budget can
also be derived from the mean SPI(t) and CPI over all projects.
These measures have a value of 0.97 and 0.96, respectively,
which is both lower than 1 and thus indicating a time and cost
performance that is worse than planned.

Just like the average project, a third of the individual projects in
the database is also both late and over budget.Moreover, more than
70% of the projects finishes either behind schedule or with
additional costs (or both). This implies that less than 30% of the
projects do better than (or just as well as) planned. Furthermore,
there appears to be a 65% chance for a project to also be late when
it is already over budget, and vice versa.

4. Conclusions

Themain objective of this paper was to create a large and diverse
database consisting of qualitative real-life project data, thereby
filling a much debated gap in project management literature.
Therefore, a database comprising 51 projects from 47 different
companies situated in various sectors was constructed, outranking
previous real-life databases from literature in both size and
diversity. The entire database is publicly available on the supporting
website www.or-as.be/research/database (OR-AS, 2014a).

In order to ensure qualitative database extension regarding
diversity and authenticity, a database construction and evaluation
Table 2
SP-based categorization of the projects.

Category SP # Projects

Parallel projects [0%,40%[ 26
Serial-parallel projects [40%,60%] 13
Serial projects ]60%,100%] 12

http://www.or-as.be/research/database


Table 3
Identification of the most accurate EVM time and cost forecasting methods.

Time
method-PF PV-1 PV-SPI PV-SCI ED-1 ED-SPI ED-SCI ES-1 ES-SPI(t) ES-SCI(t)
# best 1 0 0 4 0 1 16 1 2

Cost
PF 1 CPI SPI SPI(t) SCI SCI(t) 0.8CPI+0.2SPI 0.8CPI+0.2SPI(t)
# best 8 8 1 1 2 1 3 3
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framework based on the so-called project cards was introduced. A
project card describes the specifics of a certain project and provides
a tool for categorizing and evaluating these project data. More
concretely, the project cards include the three much studied
dimensions of dynamic scheduling (Vanhoucke, 2012b) or
integrated project management and control (Vanhoucke, 2014) –
baseline schedule, risk analysis and project control – and two
newly defined characteristics named project authenticity and
tracking authenticity. These characteristics form the basis for
categorizing the different projects and for evaluating the quality
and completeness of the project data. Furthermore, the project
cards can also provide assistance for qualitative data acquisition – a
merit which was demonstrated in this paper – and through this, can
serve a didactical purpose (‘education feeds research’, and vice
versa). Just like the project data itself, the project cards for all
projects in the database can be consulted online (OR-AS, 2014a).

Furthermore, some interesting observations could bemade from
the database overview. First of all, regarding the difference
between planned performance and actual performance, it was
observed that the average project is both late (by 6.6%) and over
budget (by 7.3%). Moreover, more than 70% of the projects
finishes either behind schedule or with additional costs (or both),
which implies that less than 30% of the projects actually performs
according to plan or does better than planned. Furthermore, the
chance that a project also ends late when it is already known to be
over budget, and vice versa, can be estimated at 65%.

Also from the database overview, some preliminary results
concerning the EVM time and cost forecasting accuracy could be
obtained. More specifically, for time forecasting, the ES-based
method with PF = 1 clearly appears to be the most accurate
method. For cost forecasting, the best performing methods are
those with performance factors 1 and CPI. However, these results
are based on a fairly basic study. Therefore, future research should
extend this study to further support the conclusions drawn here.

Other topics for future research were already identified in
previous sections and are now summarized. First of all, the
constructed real-life project database can form the basis for many
future studies related to project management. Therefore, an
obvious future activity is the continuous extension of the current
Table 4
Actual time and cost performance of the projects with real tracking data.

Time Early On time Late

# projects 8 2 14
avg early/late 13.5% 19.1%

Cost Under budget On budget Over budget

# projects 10 0 11
avg under/over budget 8.9% 22.1%
real-life project database, so that the validity and generalizability of
these future studies could ever increase. The database extension
will of course be performed in a qualitative manner through the
application of the project cards. More specific suggestions for
future studies are the comparison of simulated (i.e. based onMonte
Carlo simulations) and real (i.e. based on actual progress data)
forecasting results (which is only possible for real-life project data),
the assessment of the influence of the chosen number of activities
and number of tracking periods on the project control outcomes
(and thus on the possible management actions), and the validation
of the assertion that the SP influences project control (i.e. EVM)
performance (Vanhoucke and Vandevoorde, 2007) on a real-life
project database.
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Appendix A. Example project card
Case Name: Pumping Station Jabbeke

OR-ASOR-AS 
Operations Research - Applications and S
www.or-as.be
info@or as beinfo@or-as.be

Submitted by Niels Crommen

Date December 20, 2012

File Name C2012-13 Pumping Station Jabbeke.p2x

1. Project description

polder and pumping it into the nearby canal. All main acti
which also has to be installed. The pumping station is situ

The project consists of activity, resource and cost data 
owner.

2. Project properties

2.1. Baseline Schedule

General

# Activities 74

Planned Duration (PD) 125 days*

Budget At Completion (BAC) 366,410

Renewable Resources 2

Consumable Resources -

* standard eight-hour working days

2.2. Risk Analysis

Random simulation by ProTrack was performed using

Cost sensitivity

avg [%] std dev [%] skew [-]

CRI-r 10.2 10.6 2.8

CRI-rho 15.2 14.9 1.6

CRI-tau 32.4 24.8 1.3

Reesource sensitiviity

avg [%] std dev [%] skew [-]

CRI-r 54.0 44.0 N/A

CRI-rho 55.0 43.0 N/A

CRI-tau 43.0 43.0 N/A
Sector Construction (Civil)

Baseline Schedule with resources

olutions Schedule
Schedule with costs

Ri k
Random simulation

Risk 
Analysis One of nine std. scenariosAnalysis

Project Automatic trackingj
Control Tracking based on user input

vities are controlled by a general low voltage panel, 
ated in Jabbeke (Belgium).

that were obtained directly from the actual project 

Network topology

Serial/Parallel (SP) 64%

Activity Distribution (AD) 59%

Length of Arcs (LA) 3%

Topological Float (TF) 27%

 the default symmetric triangular risk distribution 

Time sensitivity

avg [%] std dev [%] skew [-]

CI 58.5 48.6 -0.3

SI 64.1 42.6 -0.5

SSI 4.5 10.7 6.0

CRI-r 10.1 12.4 3.8

CRI-rho 14.1 16.1 2.2

CRI-tau 34.7 24.2 1.3

Project authenticity



2.3. Project Control

2.3.1. Simulated forecasting accuracy

The accuracy of time and cost forecasting methods has been evaluated based on Monte Carlo simulation 

Absolute Percentage Error (MAPE) and Mean Percentage Error (MPE) has been calculated to evaluate the 
expected accuracy of the time and cost predictions, EAC(t) and EAC, respectively.

Simmulated EAC(t) accuraacy Simmulated EAC accuracy

method - PF MAPE [%] MPE [%] method (PF) MAPE [%] MPE [%]

PV - 1 14.3 -14.3 1 0.3 -0.2

PV - SPI 21.2 4.0 CPI 0.3 0.0

PV - SCI 21.2 4.3 SPI 12.2 12.2

ED - 1 21.2 -21.2 SPI(t) 14.6 14.5

ED - SPI 21.2 4.0 SCI 12.3 12.2

ED - SCI 21.2 4.1 SCI(t) 14.6 14.6

ES - 1 12.4 -11.4 0.8 CPI + 0.2 SPI 4.0 3.9

ES - SPI(t) 18.6 15.4 0.8 CPI + 0.2 SPI(t) 5.5 5.5

ES - SCI(t) 18.7 15.5

According to the MAPE values1  the best performance for time forecasting can be expected from the 
unweighted Earned Schedule method. For cost forecasting the unweighted and CPI-weighted methods 
should yield the best results.

2.3.2. Tracking description

Manual tracking was performed over 28 tracking periods with a length of approximately one week. The Real 

input.

The tracking information obtained from the project owner and introduced in ProTrack includes actual activity 
start dates, durations and costs.

1 The MAPE gives the best indication for the forecast accuracy (the lower the MAPE, the more accurate the method) since all deviations 
from the targeted real duration (real cost) are cumulated, whereas for the MPE underestimates can be compensated by overestimates 
and vice versa, possibly leading to an overly positive evaluation of a certain method. However, the MPE can provide useful information 
about the nature of the deviations, i.e. does the method rather underestimate or overestimate the real duration (real cost)?

Tracking authenticity
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2.3.3. Earned Value Management

2.3.3.1. Performance metrics

CV [ ] SV [ ] SV(t) [d] CPI [-] SPI [-] SPI(t) [-] p-factor [-]

avg -5,717 6,471 -6.01 0.98 1.00 0.97 0.98

std dev 5,381 17,755 8.89 0.02 0.10 0.12 0.04

-14,101 0 -15.00 0.96 1.00 0.89 1.00

2.3.3.2. Time forecasting

PD 125 days Real Duration 140 days Late 12.00%

EAC(t) Real Acccuracy

method - PF avg [d] std dev [d] MAPE [%] MPE [%]

PV - 1 127.41 6.60 9.0 -9.0

PV - SPI 125.72 11.14 10.5 -10.2

PV - SCI 128.47 13.46 9.6 -8.2

ED - 1 128.50 7.48 8.5 -8.2

ED - SPI 126.83 12.03 10.0 -9.4

ED - SCI 127.46 12.59 9.7 -9.0

ES - 1 131.01 8.89 7.7 -6.4

ES - SPI(t) 130.16 15.09 10.2 -7.0

ES - SCI(t) 130.90 15.73 10.3 -6.5

2.3.3.3. Cost forecasting

BAC 336,410 Real Cost 350,511 Over Budget 4.19%

EAC Real Acccuracy

method (PF) avg [ ] std dev [ ] MAPE [%] MPE [%]

1 342,127 5,381 2.4 -2.4

CPI 343,266 6,632 2.1 -2.1

SPI 337,585 18,034 4.1 -3.7

SPI(t) 338,319 21,039 4.7 -3.5

SCI 338,860 19,596 4.1 -3.3

SCI(t) 339,646 22,476 5.0 -3.1

0.8 CPI + 0.2 SPI 341,966 9,025 2.5 2.4

0.8 CPI + 0.2 SPI(t) 342,046 9,433 2.5 -2.4
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