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Abstract- The increasing amount of online customer data in 

many e-commerce applications has resulted in interesting 

opportunities for data driven knowledge discovery and data 

mining techniques. The aim of this paper is to propose an e-

commerce distributed data mining model (ECDDM model) to 

get the benefits from this opportunity.  The proposed ECDDM 

model consists of different components that interact with each 

other to overcome the expected difficulties which are related 

to these kinds of data.   Distributed nature, heterogeneous 

data, privacy preserving data mining, data learning, and 

increasing interoperability within secured communications 

and performance issues are considered by the proposed 

ECDDM model.  
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SOAP, PPDM. 

 

1 Introduction   

  Several important issues need to be addressed to design 

the ECDDM Model.  The first one is the distributed nature 

and semantically disparate e-commerce customer data.  

Several approaches have been implemented for distributed 

data mining (DDM) [1]. One of these approaches is moving 

all distributed customer data into a central location and then 

performing mining tasks on the integrated data.  Another 

approach is to perform mining tasks on each set of distributed 

customer data (for each location) to build local models. Then, 

local models will be moved to a central location and 

combined as a global model [2]. 

The final years of the past decade have seen the rapid 

development of learning classifiers from a semantically 

homogeneous relational database in the machine learning 

literature [3] [4]. In recent years, there has been an increasing 

interest to extend such approaches for learning classifiers 

from multiple semantically disparate, geographically 

distributed, relational data sources on the Semantic Web [5]. 

Privacy Preserving Data Mining (PPDM) is another important 

issue that needs to be considered during DDM model design.  

Most e-commerce providers may not be willing to share their 

data but they would like to take the benefits from DDM 

applications.  According to [6], PDDM research is still in its 

infancy and there is no a practical system or development 

framework for PDDM. In recent years, there has been an 

increasing interest in data mining privacy methods [7]. 

Examples of these methods are: sanitation, data distortion, 

and Secure Multi-party Computation. Sanitation method aims 

to modify or remove sensitive data from data sources. 

Removing or modifying process may give a negative impact 

in the data mining results [8][9]. Distortion method provides 

privacy for e-commerce data by modifying the original data 

[2]. Another different method uses Secure Multi-party 

Computation (SMC) that uses cryptographic techniques to 

ensure almost optimal privacy [6]. 

The data learning process itself is a critical issue for this kind 

of model due to the relational nature of e-customer data. 

Relational nature of e-commerce customer data basically 

violates two assumptions made by traditional data mining 

techniques as stated by [4]: "The instances in relational data 

are not recorded in a homogeneous structure and are not 

independent and identical distributed". 

In the ECDDM proposed model, we have used the approach 

that performs mining tasks for each distributed customer data 

to build local models and then combining them as a global 

model on the user side (central side). Statistical Relational 

learning is used as a classification process, and hierarchical 

ontologies are used to solve the problem of semantically 

heterogeneous data. There are privacy-based and 

performance-based components in both distributed customer 

data and user data. Simple Object Access Protocol (SOAP) is 

an XML-based protocol that will be used as a communication 

protocol to enable the user side to communicate with 

heterogeneous E-commerce applications. In section 2 the 

proposed model is discussed in more details. 

2 ECDDM Proposed Model Structure  

2.1 Overall Structure for the Proposed Model 

 There are two sides for the proposed model. User side as 

central side and distributed competitor side. Various 



components in both sides work together as follows: Mining 

request is generated from user architectural components at the 

user side, decomposed to many SOAP requests for each 

competitor side and SOAP results will be composed to 

generate integrated results at the user side.  Figure 1 shows the 

overall structure of this DDM model. SOAP adopts SSL 

encryption to encrypt the information, so it is secure to 

transfer information [10].  

 

Figure 1: Overall structure for the proposed model 

2.2 Distributed Competitor-Side Architectural 

Components 

 As indicated in figure 2, there are three types of 

competitor side components. Physical component, 

coordination processes, and memory buffers. Physical 

component includes a local database or any other data source 

formats and algorithms library. Algorithms library contains all 

available algorithms for DDM and PPDM. 

 

Figure 2: Competitor-Side Architectural Components. 
 

Coordination processes are interfaces between physical 

components and memory buffers. Coordination processes 

includes SOAP Generator, ontology builder (OB), data miner 

(DM), data reader (DR) and Privacy Preserving Data Mining 

Process (PPDMP). The functions of these processes are as 

follows:  

 SOAP Generator function: Receive "request SOAP 

message" and then convert it to competitor side 

environment. Convert mined result as "Response SOAP 

message" and send back to user side. 

 Ontology builder (OB) function: It is responsible for 

Building hierarchical ontology in competitor side to be at 

the same abstraction level with user ontology. 

Hierarchical ontology will be constructed according to 

predefined mapping constraints between user side 

ontology and competitor side ontology.      

 Data miner (DM) function: It provides the required 

algorithms from the algorithms library to perform data 

mining tasks and send the result to PPDMP to perform 

privacy process. After that, DM will place the result 

inside the data mined cache. 

 Data Reader (DR) reads the required data from Competitor 

data and places them inside data buffers.  

 Privacy Preserving Data Mining Process (PPDMP) provides 

the required algorithms from the algorithms library to 

perform privacy tasks and then send protected results to 

Data Miner. 

 

Memory buffers component includes library cache, data cache 

and data mined cache. The aim of these buffers is to improve 

the performance of the proposed model. The library cache 

stores the most recently used DDM and PPDM algorithms, 

data cache stores the most recently used data, and data mined 

cache stores the most recent results. These buffers reduce the 

amount of physical reads (I/O reads) through the following 

steps: 

a-  Competitor side receives "request Soap message from 

user side. 

b- Search for identical request and result inside these buffers. 

If they are available, the competitor side will directly send 

the result to the requester (user side) and there is no need 

to repeat DDM and PPDM processes again.   

  

2.3 User-Side Architectural Components 

 As indicated in figure3, component types are similar to 

distributed competitor side. In user side, mapping library in 

physical components includes interoperation constraints, and 

the associated set of mappings from the user ontology to the 

competitor-side ontologies. 

 

Figure 3: User-Side Architectural Components 

 



In coordination processes, the new processes are as follows:  

Query decomposer (QD) maps and decomposes user side 

query into sub-quires for each competitor' side. Result 

composer (RC) integrates all competitor side results as one 

result according to the used data mining algorithm. Integrated 

result will be placed by RC inside integrated mined data. New 

Memory buffers components in user side are as follows: Data 

mining query cache (DMQ cache) that stores the most recently 

used composed/decomposed queries and Integrand mined 

data cache that stores the most recently used integrated 

results.   

 

3 Conclusions 

 Data mining in e-commerce environments is an application 

of distributed data mining (DDM). To design a suitable model 

for Data mining in e-commerce environments, you need to 

consider several issues such as: heterogeneous data, privacy, 

data learning, increasing interoperability within secured 

communication, and performance. Our ECDDM model 

contains components which are dedicated to solve these 

issues. We have used memory buffers to overcome 

performance issues. We have used hierarchical ontologies to 

add semantics on data levels. We have proposed background 

processes for Privacy Preserving Data Mining, composition, 

and decomposition of data mining quires. We have used 

SOAP technology to deal with heterogeneous e-commerce 

applications, increase interoperability and secure 

communication messages.    
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