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Abstract—Wireless charging through directed radio frequency
(RF) waves is an emerging technology that can be used to replenish
the battery of a sensor node, albeit at the cost of data communi-
cation in the network. This tradeoff between energy transfer and
communication functions requires a fresh perspective on medium
access control (MAC) protocol design for appropriately sharing
the channel. Through an experimental study, we demonstrate how
the placement, the chosen frequency, and number of the RF energy
transmitters impact the sensor charging time. These studies are
then used to design a MAC protocol called RF-MAC that optimizes
energy delivery to sensor nodes, while minimizing disruption to
data communication. In the course of the protocol design, we
describe mechanisms for (i) setting the maximum energy charging
threshold, (ii) selecting specific transmitters based on the collective
impact on charging time, (iii) requesting and granting energy
transfer requests, and (iv) evaluating the respective priorities of
data communication and energy transfer. To the best of our knowl-
edge, this is the first distributed MAC protocol for RF energy
harvesting sensors, and through a combination of experimenta-
tion and simulation studies, we observe 300% maximum network
throughput improvement over the classical modified unslotted
CSMA MAC protocol.

Index Terms—Medium access protocol, optimization, RF har-
vesting, sensor networks, wireless power transfer.

I. INTRODUCTION

W IRELESS SENSOR NETWORKs (WSNs) are being
increasingly used in a wide variety of applications

including industrial and infrastructure monitoring, smart home,
smart grid, medical systems, and so on. One of the main
challenges and performance bottleneck in these systems is the
limited lifetime of the sensor nodes due to their energy supply.
Recent advances in the area of wireless energy transfer allow
sensors to recharge during network operation, thereby extend-
ing their lifetimes and minimizing application downtime. Our
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recent research on powering Mica2 sensor motes by harvesting
the energy contained in radio frequency (RF) electromagnetic
waves in [1] indicated the potential for large scale deployment
of this technology. However, at the protocol level, this form of
in-band energy replenishment is fraught with several challenges
on: (i) how and when should the energy transfer occur, (ii) its
priority over, and the resulting impact on the process of data
communication, (iii) the challenges in aggregating the charging
action of multiple transmitters, and (iv) impact of the choice
of frequency. Thus, the act of energy transfer becomes a com-
plex medium access problem, which must embrace a cross-
disciplinary approach incorporating wave propagation effects
and device characteristics, apart from the classical link layer
problem of achieving fairness in accessing the channel. We
focus on in-band transmission since multiple separate frequen-
cies for data and energy transfer increases the complexity of
the sensors, brings in numerous antennas and transceiver re-
lated hardware requirements, and imposes additional spectrum
availability needs. This paper is concerned with the design of a
CSMA/CA based MAC protocol for such RF energy harvesting
sensors, inspired by experimental evaluations on our testbed.

Our MAC protocol that works with RF energy harvesting,
called as RF-MAC, allows a node to broadcast its request for
energy (RFE) packet containing its ID, and then waits to hear
from the energy transmitters (ETs) in the neighborhood. These
responses from ETs are called cleared for energy (CFE) pulses,
which are simple, time-separated energy beacons. These pulses
maybe transmitted by more than one ET concurrently as over-
lapping CFEs need not be distinguished. Rather, the concurrent
emission of the CFEs increases the received energy level at
the sensor, and this indicates a higher number of potential
transmitters from the energy requesting sensor. The responding
ETs are then classified into two sets, based on rough estimates
of their separation distance from the energy requesting node
to minimize the impact of destructive interference as much as
possible. Each set of ETs is assigned a slightly different peak
transmission frequency (separated by only few KHz, hence, still
called in-band as the channel separation is typically 5 MHz for
802.11) so that each set of ETs contributes constructively to the
level of RF energy received at the node.

While we retain the essential concepts of the CSMA/CA
mechanism for the data access mechanism [3], there are several
points of departure from the classical implementation. We sepa-
rately select and dynamically vary the slot time, the inter-frame
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spacing, and the contention window size for both energy trans-
fer and data communication.

The core contributions of our work can be summarized as
follows:

• We experimentally identify the operating constraints of
the RF energy transferring MAC protocol using actual
wireless energy harvesting circuits interfaced with Mica2
motes. We demonstrate how two slightly separated energy
transfer frequencies can be assigned to ETs to improve the
constructive interference of their collective action.

• We design a MAC protocol to balance the needs of ef-
ficient wireless energy delivery and data exchange. We
bridge these dissimilar concepts by establishing the im-
portance of a node in the data communication, which in
turn quantifies how much should the node charge.

• We analytically establish optimality conditions for the
energy transfer, and create a strongly coupled protocol
that operates on link layer metrics with the awareness of
both the underlying hardware and fundamental limits of
RF energy harvesting.

The rest of this paper is organized as follows: In Section II,
we give the related work. The key design challenges are
described in Section III with experimental studies. A brief
overview of our RF-MAC protocol in given in Section IV, with
a comprehensive detailed description in Section V. The simula-
tion and experimental results are presented in Sections VI and
VII, respectively. Finally, Section VIII concludes our work.

II. RELATED WORK

MAC protocols that aim for energy conservation have been
extensively explored in the recent past, with a comprehensive
classification and survey on this topic presented in [4], [14],
[16], [19]. In this section, we review the related MAC protocols
for energy harvesting sensor networks.

A. General Energy Harvesting Sensor Networks

In [17], the authors propose an on-demand medium access
protocol (ODMAC) based on three basic ideas: minimizing
wasting energy by moving the idle listening time from the
receiver to the transmitter, adapting the duty cycle of the node to
operate in the energy neutral operation (ENO) state (i.e., energy
used by the system is less than the energy harvested from
the environment), and reducing the end-to-end delay by em-
ploying an opportunistic forwarding scheme. In [4], a polling-
based medium access mechanism (PP-MAC) is described for
single-hop sensor networks, which uses the charge-and-spend
paradigm for harvesting strategy. In [15], we model a CSMA-
based MAC protocol with an ARQ error control mechanism
for energy harvesting sensor networks through an analytical
framework leveraging stochastic semi-Markov models. How-
ever, all of the above protocols assume no impact of the energy
harvesting process on data communication.

B. Sensor Networks With Wireless Energy Transfer

Specific to the scenario of RF energy transfer, an energy-
adaptive MAC protocol (EA-MAC) is proposed in [6], which

adopts a duty-cycle based on the proportion of harvested en-
ergy. However, this protocol requires a strict centralized base
station control and relies on out-of-band RF power transfer. In
[7], conventional MAC protocols, such as the classical TDMA
and variants of ALOHA are evaluated assuming out-of-band RF
transfer.

In [8], the authors present multiple concepts for multi-hop
wireless energy transfer (such as store and forward vs. directly
single hop transfer) and derive the efficiency of each method
using magnetically coupled resonators for wireless power trans-
fer demonstrated in [13]. However, this non-radiative transfer is
shown to work up to 2 m and requires perfectly aligned coils of
25 cm radius among the source and receiver nodes.

RFID technology comes closest to the energy transferring
paradigm, where a tag operates using the incident RF power
emitted by the transmitter [9]. The Token-MAC protocol for
RFID systems in [12] enables fair access to the medium for all
tags requiring neither a-priori knowledge of the tags nor syn-
chronization. However, there are limitations in directly porting
these approaches to networking scenarios, since RFID is unable
to generate enough energy to run the local processing tasks on
a typical node.

Some preliminary work on the energy transmitter grouping
strategy appeared in [5], which has been integrated in the
current RF-MAC protocol design.

III. DESIGN CHALLENGES AND

PRELIMINARY EXPERIMENTS

In this section we describe the key challenges for RF-MAC
that concern specific characteristics of RF harvesting sensor
networks, including (i) energy interference between emitted
energy waves that results in wireless charging cancellation,
(ii) optimal frequency and distance separation between ETs,
(iii) energy charging time, (iv) requesting and granting en-
ergy, and (v) data vs. energy channel access.

A. Energy Interference and Cancellation

When more than one ET transmits power in-band, the con-
current emitted energy waves can combine either constructively
or destructively, leading to variations in the amount of har-
vestable power and a possible energy cancellation. In the case of
constructive interference (in-phase), the received power of the
resulting wave at the RF energy harvester is greater than that of
either of the individual energy waves. Conversely, in the case
of destructive interference (out-phase), the net received power
is less than that of the individual energy waves. This raises the
question of which sets of ETs must be concurrently allowed to
transmit by the MAC protocol, which we answer below.

An example network architecture, with stationary, omnidi-
rectional ETs x, y, and z, is shown in Fig. 1(a). The sensor S1
can be charged either through a unilateral action of any of the
ETs, or through a coordinated transmission of multiple ETs.
However, the joint action can only be beneficial if the arriving
waves at sensor S1 are aligned in phase. Hence, ETs x and z
may together transmit, both being at a multiple of the signal
wavelength λ away (which translates in a phase difference that
results in ‘constructive’ interference). While the sensor can also
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Fig. 1. Example network architecture with energy transmitters (x, y, z) and
RF harvesting sensors (S1, S2). The energy transmitters can cancel emitted
energy waves of each others (a). Phase difference effect on the received signal
power at 915 MHz (b).

be charged by ET y, combining the action of y with either
of the others diminishes the performance (owing to y causing
‘destructive’ interference with respect to x and z).

To characterize the constructive and the destructive effect
of the ETs, our experimental setup involved two such 0 dBm
continuous wave transmitters, each placed 2.5 m on either side
of the receiver. Two Agilent N5181 MXG RF signal generators,
each connected to a 50 Ω omnidirectional antenna tuned to
the 915 MHz ISM band, were used to generate the RF energy
signal. We fixed the phase of one signal generator and varied the
phase of another, while keeping their locations fixed (note that
keeping the transmission phase fixed and varying their distance
as a function of the signal wavelength will have the same effect
on the received signal phase). The fall in the signal strength,
shown in Fig. 1(b), was dramatic when the ETs operated in
phase opposition (−54 dBm) compared to in-phase operation
(−36 dBm). These results show the importance of considering
such energy interferences when controlling the medium access
in wireless-powered sensor networks.

Our observations motivate the design goal for our MAC
protocol to ensure that the maximum energy transfer occurs
by minimizing this cancellation effect, especially, in a shared
medium where N energy transmitters may transmit on the
channel at the same time.

B. Optimal Frequency and Distance Separation

We next find the optimal frequency separation of the contin-
uous wave ETs and their respective distances from the energy
requesting sensor. Our RF-MAC protocol will use these results
in setting the transmission frequency and activating only those
ETs that result in out-phase energy transfer. Our approach here
is to group the ETs together into two sets. All ETs in a given
set transmit at the same center frequency. The two transmission
frequencies corresponding to the two groups are only slightly
separated (the complete spectrum of an ET spans only a few
KHz). We describe next how to classify the ETs into sepa-
rate groups using phase mismatch, such that their cumulative
spectrum spread is still contained within the bandwidth of the
energy harvesting (EH) circuit of the sensor node.

1) Optimal Phase Mismatch: We first perform a set of
experiments to determine how much of the phase mismatch
between two ETs is actually harmful. If the ETs are not com-
pletely π radians separated in phase, then some of them may

Fig. 2. Effect of energy waves phase difference on the received signal power at
different frequencies. The power of the resulting wave drops significantly after
π/2 phase separation (a). The scheme for two-tone wireless energy transfer (b).

even be allowed to transmit together. The resultant increase in
the raw emitted power in these cases compensates for the loss
owing to the slight mismatch. Fig. 2(a) shows the effect of phase
difference Δφ between two energy transmitters on the received
signal power at 433 MHz and 915 MHz. The experimental
setup is the same as in Fig. 1(b). Here, the phase difference
is varied from [0, π] radians. A phase difference of 0 or 2π
for the received signal (the emitted signals being in-phase),
corresponds to a linear distance of one wavelength between the
two transmitters. Thus, depending upon the actual distance L
between the ET x and receiver node, we represent φx = (L/λ) ·
2π. Here, λ is the wavelength of the transmitted radiation.
From Fig. 2(a), we observe that for small phase difference,
i.e., for Δφ ≤ (π/2), the resultant signal signal strength is not
significantly lowered (i.e., the fall is only about 1–2 dBm). This
determines the optimal phase separation that is an important
parameter in the protocol level design. Accordingly, all those
ETs that are separated by Δφ ≤ (π/2) can be grouped under
one category (and center its transmissions at frequency f1,
say). Similarly, ETs that are separated by (π/2) ≤ Δφ ≤ π fall
in the second category (and use frequency f2 as the center
transmission). We call this method as the two-tone energy
transfer.

2) Optimal Distance Separation: In Fig. 2(b), using the
experimental results and the relationship between the phase and
distance, all the ETs separated by a multiple of the wavelength
from each other, i.e., L = mλ, m = 1, 2, . . . can transmit on
f1, while the others separated by L = (m+ 1/2)λ can transmit
on frequency f2. As there are two active transmission tones
present concurrently during transmission, each of these are
separated in the frequency domain, one on each side of the
center response point of the harvesting circuit. Both these
tones must be completely encompassed by the response of the
harvesting circuit at the receiver side.

We can potentially group the ETs into more than two cate-
gories. However, it can be observed from Fig. 2(a) that increas-
ing the number of groups, results in a smaller phase difference
between ETs. This results in insignificant constructive effect
(i.e., about 2 dBm) on the received signal power. For example, if
three groups of ETs are to be employed, the decision region will
be λ/3 and the received signal power is only slightly affected
by π/3 phase mismatch. On the other hand, increasing the
number of groups will increase the chance of more destructive
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interference, especially for EH circuit with narrow bandwidths.
More groups also increase hardware complexity and energy
transfer delay, which are described later in Section V-A. Also,
it noteworthy that the 99% occupied bandwidth of the currently
used Powercaster ET is relatively small, approximately 63 kHz,
thereby allowing us to accommodate the entire transmission
spectrum of the ET within the 900 MHz frequency response
curve of the EH circuit we designed in [1].

C. Energy Charging Time

As ETs transmit at comparatively higher energy levels in the
same band (34 dBm using Powercaster transmitter [2] in our
testbed, compared to −20 dBm for the Mica2), a much larger
area is rendered unusable for data communication. For example
in Fig. 1(a), even if S2 is situated at a considerable distance
away from ET x, it will still fall within its interference band
(shown by the area with dotted lines) and unable to receive data.
Thus, the sensor nodes need to balance between the communi-
cation and charging times so that (i) prevent extended durations
of communication outage and (ii) allocate charging durations
per energy request based on the traffic load to adaptively sync
the energy harvesting and consumption demands. Accordingly,
the effective duration for which charging is allowed plays an
important role in the performance and design of a new MAC
protocol.

D. Requesting and Granting Energy

In a network with multiple ETs, the process of requesting
energy by the sensor nodes and granting energy by the ETs re-
quire a timely coordination and cooperation. The MAC protocol
must decide (i) when and how a sensor should actually request
energy from neighboring ETs, (ii) when the ETs should start
transferring energy, (iii) how ETs know about suitable charging
duration and the choice of frequency need to be addressed.

E. Data vs. Energy Channel Access

At the time the sensor node needs energy, the residual energy
of the requesting node is very low. Thus, the medium access
control should give higher priority to energy requests over data
in the channel access. This design issue is not incorporated
into the classical MAC protocols, and needs to be carefully
considered in the design of RF-MAC. Note that issues such as
when, how long, and how frequently ETs access to the channel
are determined by charging time and energy requesting and
granting process.

IV. RF-MAC PROTOCOL OVERVIEW

At a high level, the medium access control mechanism in
the RF-MAC protocol is organized into three components—
(i) joint ET-spectrum selection, (ii) adaptive charging threshold
selection, and (iii) energy-aware access priority. We now give
an overview the RF-MAC protocol, and in the next section, we
describe its detailed operation.

• Joint ET-spectrum Selection: In this phase, the energy
requesting node issues its request for energy (RFE) packet.

The ETs that receive this request independently separate
themselves into two groups slightly separated in the center
frequency, but still contained within the transmission band.
The ETs use the signal strength of the RFE to estimate
their (rough) individual distances to the requesting sensor
to identify in which group they belong (see Section III-B)
and reply with a cleared for energy (CFE) pulse. Depend-
ing upon which group of ETs supplies higher level of
energy, the requesting sensor solves an optimization
framework to assign center frequencies to these two
groups. This technique incorporates consideration of the
(i) the destructive effect (i.e., energy cancellation) of
concurrent energy transmissions, and (ii) the spectrum
response of the EH circuit, which is an important physical
layer characteristic.

• Adaptive Charging Threshold: In this phase, the energy
requesting sensor node determines its upper charging level
threshold and the charging duration, based on its local
network conditions. This threshold is unique for a given
node, and is derived from the ratio of its own data commu-
nication activity to that observed in its neighborhood. The
charging duration determines how long the data commu-
nication should be disrupted.

• Energy-Aware Access Priority: This phase has two main
functionalities. First, it gives higher priority to the energy
request packets than the data packets for accessing the
channel by defining different durations for the slot time for
data and energy access. The slot time is the fundamental
time unit for channel access and exponential back off
calculations in CSMA/CA. Second, it adapts the sensor’s
back-off duration based on its residual energy. Thus, the
sensor with higher residual energy has a higher access
priority for data communication.

A. Example Operation of RF-MAC

As an example, in Fig. 3, three sensors S1, S2, and S3 have
residual voltages of 2.6, 2.3, and 3.0 V, respectively. Since the
voltage of S2 has reached a pre-set threshold, 2.3 V, this node
sends out the RFE packet requesting for immediate charging.
RF-MAC, through the access priority mechanism (Section V-C),
ensures that S2 wins the channel access for energy transfer
earlier than S1 and S3 that have data packets to deliver. At this
time, S1 and S3 are forced to freeze their backoff timers and
get into charging mode, as data communication is infeasible.
Once RFE packet is received by the ETs, they reply back with
the CFE, which is a short energy pulse.

Node S2 identifies the two sets of ETs by measuring the re-
ceived power of CFEs and determines their associative optimal
energy transfer frequencies (Section V-A). How much should
S2 charge depends upon the adaptive charging threshold
selection (Section V-B). The node S2 then sends out an ACK
packet to the ETs in which it includes the optimal frequencies
as well as the charging duration. Finally, when nodes S1 and
S3 compete for data transfer, access priority ensures their
respective backoff windows are a function of the residual
energy (Section V-C). Assuming that S1 has higher residual
energy, it will likely get the data communication opportunity
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Fig. 3. Example scenario for overview of RF-MAC protocol with three RF energy harvesting sensor nodes.

Fig. 4. Five stages of joint ET-spectrum selection component in RF-MAC
protocol.

first, followed by S3. The latter freezes the countdown timer in
this duration, and resumes the remaining countdown as soon as
the channel is next available.

The details of the above three phases and the complete
RF-MAC protocol description is given in the next section.

V. DETAILED RF-MAC PROTOCOL DESCRIPTION

A. Joint ET-Spectrum Selection

As shown in Fig. 4, the specific stages considered during
the joint ET-spectrum selection are (i) requesting for energy,
(ii) grouping ETs based on destructive interference, (iii) com-
puting harvestable power, (iv) spectrum selection optimization,
and (v) spectrum confirmation.

1) Requesting for Energy: The sensor node broadcasts the
RFE packet, requesting for energy, when its voltage falls below
a pre-set threshold (∼2.3 V, as minimum operating voltage of
the Mica2 is 1.8 V). The RFE contains the requesting sensor
node’s ID, transmitted at constant signal strength. This RFE can
be sent when the channel is free, i.e., when there is no ongoing
data transfer or energy charging operation and the channel lies
idle for the DIFSenergy duration (calculation of this channel
sensing duration is described later in Section V-C). The ETs
that receive this packet estimate roughly their distances from
the node, based upon the received signal strength (RSS). In the
following, we define that the distance measurement only needs
to determine a band in which the ET lies, and not its exact
location.

2) Grouping ETs Based on Destructive Interference: Recall
from Section III, the distance between the ET and the sensor

Fig. 5. Grouping and selection of ETs based on the destructive interference of
energy waves (a), the timing diagram for requesting and granting energy in the
RF-MAC protocol (b).

node directly results in a phase difference of the incoming wire-
less signals at the node. The ETs that identify themselves to lie
in the band [mλ− (λ/4),mλ+ (λ/4)], are grouped together,
where m = {1, 2, . . .}. We call this as Group I. Similarly, the
other ETs in the range [(m+ 1/2)λ− (λ/4), (m+ 1/2)λ+
(λ/4)] fall in the second group, called Group II. Thus, on
receiving the RFE, each ET knows which concentric band it
lies in centered around the requesting node, and the group
in which it belongs. Fig. 5(a) shows a sample scenario. The
shaded region depicts the ETs 4 and 5 that lie in the band of
λ, i.e., in Group I. This region extends up to λ/4 on either
side of the central bold line that lies at an exact distance of
λ with the requesting node placed at the center. Since we do
not precisely require the ET to calculate the distance from the
requesting node, but only need to determine if it lies within a
concentric band-region, our approach is more robust to RSS
fluctuations. Of course, using a dedicated localization scheme
or GPS hardware considerably eases this constraint, though
adding to the implementation cost and power requirement.

The ETs that hear the RFE reply back with a single and
constant energy pulse. Each concentric band has the choice of
one of two time slots in which this pulse may be emitted, be-
ginning from the instant of completion of the RFE, as shown in
Fig. 5(b). Referring again to the band structure in Fig. 5(a), the
first slot is allocated for CFE pulses sent by energy transmitter
of Group I (note: all Group I bands are shown shaded).
Similarly, CFE pulses from energy transmitters of Group II are
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sent during the second slot, i.e., ETs 1, 2 and 3 collectively lie
in the second concentric (Group II) band and simultaneously
transmit their pulses in the second slot.

3) Computing Harvestable Power: The node that sent the
initial RFE estimates the total energy that it will receive based
on the signal strength of the CFE pulses in the slot number in
which they were received. This arrangement of using the pulses
allows the ETs to be simple in design, and removes the concern
of collisions. Unlike classical data communication, it is not
important for the node to know which ET will transmit energy.
Rather, its energy calculations are based on how much energy is
contributed by the two groups of ETs separately. We define this
cumulative energy as EGroup I

RX and EGroup II
RX , respectively,

which are calculated by the RFE issuing node from the received
pulses. Each slot time is 10 μs in our work, allowing a very fast
response time. The purpose of differentiating the energy contri-
bution from the two groups is useful in the next stage, where an
optimization function returns the center frequencies of the ETs.

4) Spectrum Selection Optimization: Let Group I ETs be
centered at frequency f1, and Group II ETs be centered at fre-
quency f2 so that they can concurrently transfer energy without
destructively affecting each other. How to select these frequen-
cies f1 and f2 is explained next, which takes into account two
important physical layer characteristics of the energy transfer.
The first is the spectrum response of the energy harvesting
circuit that is connected to the sensor nodes, shown by the en-
velope H(f) in the frequency domain in Fig. 2(b). The physical
bandwidth of energy harvesting circuit is denoted by BWEH .
The power spectral density (PSD) of the two groups of ETs
is the other concern, represented by S1(f) and S2(f), respec-
tively, for Group I and Group II. The sensor node observes
these shapes from the incoming pulses from the ETs. Thus, the
bandwidth 2ε of the transmission spectrum (centered at f1 and
f2) must be selected in such a way there is a minimum overlap
between their individual spectra, and yet contained within the
envelope of H(f). We use the following optimization if the
transmission spectrum of the ETs occupies a bandwidth of 2ε.

The aim of the optimization formulation is to maximize
the energy transfer EMax

RX = EGroup I
RX + EGroup II

RX , which at
a given frequency point is the product of the power spectral
density and the circuit frequency response. Thus, the useful
components that need to be maximized are the first two terms
of (2), which give the constructive energy contribution of the
ETs of the two groups

Given : S1(f), S2(f), BWEH , H(f)

To find : f1, f2, γ (1)
To Maximize :

EMax
RX =

f1+ε∫
f1−ε

S1(f)H(f)df +

f2+ε∫
f2−ε

S2(f)H(f)df

−

⎛
⎜⎝

γ∫
f2−ε

S2(f)H(f)df +

f1+ε∫
γ

S1(f)H(f)df

⎞
⎟⎠

︸ ︷︷ ︸
destructive interference

(2)

Subject to :

|f2 − f1| < BWEH (3)

d (S1(f)H(f))

df

∣∣∣∣
f=γ

< 0 (4)

d (S2(f)H(f))

df

∣∣∣∣
f=γ

> 0. (5)

The first constraint is to ensure that both frequency groups
are contained within the bandwidth of the energy harvesting
circuit. The constraints (4) and (5) ensure that the spectrum
shapes of the Group I and Group II ETs does not overlap
completely. We assign f1 to the left of f2 on the frequency
scale (see Fig. 2(b)). At the point of the intersection of the
PSD curves S1(f) and S2(f), which we call the cross-over
point γ, the slope of the curves must be positive and negative,
respectively. This is calculated by differentiating the respective
PSD plots at γ, to ensure that one of them increases (positive
slope) while the other falls (negative slope).

A problem is said to have an optimal substructure if an
optimal solution can be constructed efficiently from optimal
solutions to its sub-problems. We claim that our proposed
optimization also exhibits the optimal substructure property.
The proof is included in the Appendix.

5) Spectrum Confirmation: With the resulting dual-
frequency wireless energy transfer, both groups of ETs can be
simultaneously active. The final part of this stage involves let-
ting the ETs know that they are cleared for energy transmission
through an Acknowledgement (ACK) packet. This packet
provides the ETs the center point for the frequencies f1 and f2,
according to the results of optimization. The ETs know which
group they belong to internally, based on the RSS-based band
structure shown in Fig. 5(a). Additionally, the ACK carries an
estimated charging time T based on a target voltage level of
the capacitor (calculated in Section V-B). This upper limit on
the charging voltage is decided by the node’s relative activity
in the neighborhood.

After a short SIFS wait period following the ACK (using
shorter slot times, for energy, compared to those used for data
communication), the ETs begin their transmission. In case of
loss of the RFE due to packet collision or bad channel condi-
tions, the contention windows are re-set to the minimum width,
thereby initiating an immediate subsequent retry. The idea here
is that (i) time is critical when a node has extremely low voltage
and (ii) nodes will require energy recharging opportunities
much less than the data communication opportunities [18].
Hence, the number of energy request packets will be less than
data packets and there will not be frequent collision related
losses of the RFE arising from the shorter contention window.

From our preliminary experimental results, we recall that
increasing the number of groups to more than two has a
negligible constructive effect on the received signal power (see
Section III-B2). In addition to this, we find that introducing an
additional frequency group, say Group III with PSD S3(f),
increases the chance of more destructive interference, and
in the optimization formula the destructive interference term
increases from 2 terms (all overlapping areas of S1(f) and
S2(f)) to at least 4 terms (all overlapping areas of S1(f),
S2(f), S3(f)). Furthermore, as the number of groups increases
the number of slot times for CFE pulses and computing the har-
vestable power also increases. Clearly, this results in additional
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delay in granting energy to the sensor nodes. Finally, more
than two groups of energy transmitters mean tighter location
detection requirement and hence most likely more expensive
hardware.

B. Adaptive Charging Threshold

As our energy transfer is in-band, each node needs to decide
the charging time that may possibly result in a reduced level of
energy replenishment. Our proposed method defines this upper
charging level based on the level of participation in data com-
munication activity for that node with respect to its neighbors.
Each node maintains a moving average of the time spent by
itself in transmitting and receiving data packets to the total
time the channel is used or sensed as busy. Many nodes, hence,
will never charge to their maximum capacity, and thereby, they
sacrifice their charging opportunity for the larger good of the
network performance. The node’s importance index (IDX) is
shown in (6), where Tx represents the number of data packets
that originate from it and Rx denotes the number of packets
destined for the node. Data transfer activity, overhead by the
node, that neither originate nor end at it are expressed through
Channel busy time. The upper charging voltage V threshold

max is
calculated from (7)

IDX =
Tx+Rx

Tx+Rx+ Channel busy time
(6)

V threshold
max = IDX × (Vmax − Vmin) + Vmin. (7)

The charging time T that the node includes in the ACK is
calculated as follows, using the standard definitions of energy
stored in the capacitor, (7) and the trigger voltage V threshold

min

under which the RFE is set out by the node

T =
1

2
C
{(

V threshold
max

)2 − (
V threshold
min

)2)} 2Slotenergy
EMax

RX

.

(8)

Here, the received energy during the CFE pulses is obtained
from two successive time slots, each of duration Slotenergy.

C. Energy-Aware Access Priority

This channel access determining feature of the RF-MAC
manifests in two ways: The first is prioritizing between energy
transfer and data communication, and secondly, identifying
which nodes within the network should send out the data
packets first by winning the channel.

1) Energy Transfer Prioritization: The residual energy of
the requesting node is below a threshold V threshold

min when it
sends the RFE, and hence, it should have higher priority in
channel access. This is ensured by separately defining the DIFS
duration for energy and data. Consequently, the specially for-

TABLE I
PARAMETERS USED IN RF-MAC

mulated energy request DIFS duration (DIFSenergy) is shorter
than DIFS for data exchange (DIFSdata), achieved by assign-
ing a shorter slot time for energy request, while data exchange is
provisioned with a longer slot time. Hence, we use the slot time
of 10 μs for energy request and 20 μs for data communication
as defined in the 802.11 standard [3]. Since DIFS is defined
as SIFS + 2Slot timeenergy, we derive 25 μs for DIFSenergy
and 50 μs for DIFSdata. With the shorter DIFS duration and
slot time, RF-MAC prioritizes the energy request over data
exchange. Note that DIFS and SIFS are defined acronyms in
802.11 standard [3]. The time calculations for the protocol are
given in Table I.

2) Data Transfer Prioritization: In the data exchange phase,
the sensor contends for a channel using the CSMA/CA mech-
anism defined in 802.11 [3], i.e., it senses the channel for the
DIFS duration before attempting a transmission. Consequently,
sensors with higher energy harvesting rate, owing to their posi-
tion or channel characteristics between the ETs and themselves,
will have shorter charging durations. They will be able to par-
ticipate timely for data communication, without interruptions
and packet drops for frequent replenishment of energy, all of
which contribute to the energy usage. We assign sensors with
higher residual energy level a correspondingly higher priority to
transmit. [11] proves analytically that this method results in an
asymptotically optimal network lifetime. We design RF-MAC
in such a way that the sensor’s backoff duration is influenced
by its residual energy, i.e., the node with higher residual energy
experiences a shorter backoff duration than the node with lower
residual energy. An example of the adaptive backoff mechanism
for data exchange is described in (9), as shown at the bottom of
the page. The contention window for data exchange (CWdata)
is randomly selected from the range between the minimum
CW and node’s current CW , [CWmin, CWcurrent]. We set the
contention window of 32 for CWmin in this work. Further, (9)
shows how the effective slot time is a scaled value based on the
residual energy. The capacitor voltage is used for scaling, where
it is limited at the high end by the rated voltage of the capacitor
Vmax (note this is different from the upper charging threshold
in (9), current voltage Vcurrent, and the V threshold

min that signals
a critical point if the sensor needs to be kept in operation.
(See equation at bottom of the page).

Backoff = DIFSdata + CWdata ×
{
Slotenergy +

(Vmax − Vcurrent)(Slotdata − Slotenergy)

Vmax − V threshold
min

}
︸ ︷︷ ︸

adaptive slot time

(9)
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Fig. 6. Energy-aware data exchange process in RF-MAC protocol with three transmitter nodes S1, S2, and S4 and the receiver node S3.

The overall process of data exchange is explained using
Fig. 6. Sensors S1, S2, and S4 all have packets to transmit
to sensor S3 at the start (indicated by the arrow on the time
axis). They each sense the channel for DIFSdata. Intuitively
from (9), sensor S2 with the residual energy of 3.0 V, should
experience the shortest backup duration, as opposed to S1 and
S4. However, this does not imply that the nodes with higher
residual energy will always have a shorter back off duration,
as the random selection of the backoff slots within the window
does contribute to the overall backoff time. This selection of the
window [CWmin, CWcurrent] is independent of node’s residual
energy.

VI. SIMULATION RESULTS

In this section, we evaluate the performance of our RF-
MAC protocol using the ns-2 network simulator, with exper-
imental results presented in the next section. We demonstrate
the performance improvement with respect to the following
metrics: (i) number of energy transmitters, (ii) number of data
flows, (iii) numbers of nodes, and (iv) packet size. The primary
performance metrics are the average network throughput and
the average harvested energy. In particular, the first metric
shows the average per-node throughput of the sensor network,
and the second metric gives the average energy harvested per-
node that is found by recording and averaging the harvested
power by nodes during the simulation.

The simulation parameters are set as follows. The EH circuit
parameters are from [1]. We model the ETs on the Powercaster
transmitter [2], which radiates continuous waves at 3 W. The
operational characteristics of the sensor, such as energy spent
on transmission, reception, idle listening, channel bandwidth,
etc. are from Mica2 specifications [10]. Unless specifically
stated, 250 sensor nodes and 100 ETs are deployed uniformly
at random in 50× 50 m2 grid. Traffic loads are generated by
constant bit rate (CBR) flows. Nodes have a full buffer and all
data packets are 50 bytes in size. The sender/receiver pairs are
chosen randomly, and the intermediate relaying nodes do not
aggregate or compress data. Additional parameters used in the
simulation are presented in Table I.

We compare three different protocols: 1) RF-MAC-opt,
2) RF-MAC-no-opt, and 3) modified unslotted CSMA. RF-
MAC-opt is the full-featured RF-MAC, including the joint
spectrum-ET selection, adaptive charging threshold, and
energy-aware channel access priority mechanisms, as discussed
in Section IV. The RF-MAC without the optimization (named
RF-MAC-no-opt) has all components of RF-MAC other than

Fig. 7. Effect of the number of ETs on the average harvested energy.

joint spectrum-ET selection component. In particular, it does
not assign different frequencies to the ETs and makes no
attempt to identify and classify ETs based on their phase mis-
match. We evaluate the RF-MAC-opt against RF-MAC-no-opt
in order to investigate the effectiveness of the joint spectrum-
ET selection feature incorporated in our RF-MAC protocol,
especially in avoiding energy interference and improving the
network performance. Finally, the modified CSMA is adapted
from [4], which provides the baseline for our performance
evaluations. To have a fair baseline comparison, the modified
CSMA (in which each sensor node may issue the RFEs and
receive the CFEs) is compared against both RF-MAC-opt and
RF-MAC-no-opt. In the modified CSMA, there is no attempt
made to calculate the optimal charging time, and it has none
of the features of the RF-MAC protocol. Once an RFE is
sent out, the node charges to its maximum capacity and does
not take into consideration the impact on data traffic, energy
cancellation, and the residual level of the sensor nodes. Data
points in each graph represent the mean of twenty scenarios
and the corresponding 95% confidence intervals are plotted as
error bars in the figures.

A. Impact of the Number of ETs

In the first set of experiments, we investigate the effect of
the number of ETs for different MAC protocols. Fig. 7 shows
the effect of the ET density on the average harvested energy of
two RF-MAC variants. The ET density, defined as the average
number of ETs located within the radio range of a sensor node,
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Fig. 8. Effect of the number of ETs on the average network throughput.

varies from 1 to 12. It is clear that both RF-MAC variants
dominate over the modified CSMA. As shown in Fig. 7, RF-
MAC-opt delivers monotonically increasing average harvested
energy with increasing the number of ET density. The benefit of
frequency optimization greatly improves the performance as it
maximizes the energy transfer by separating two transmission
spectrum and ensuring the highest level of energy delivery.
Without this optimization, ETs enter the charging process and
do not take into account the possibility of destructive interfer-
ence, resulting in sub-optimal energy transfer.

The average network throughput is shown in Fig. 8 and the
trend is observed to be very similar to the average harvested
energy plot. Both variants of RF-MAC yield higher average
network throughput as ET density increases. However, the
throughput of RF-MAC-opt is significantly higher that RF-
MAC-no-opt, with a 62% increase on average. Both the average
harvested energy and average network throughput of modified
CSMA are the lowest among protocols under study. This is
because modified CSMA does not have the adaptive charging
features included in the RF-MAC protocol. In this case, RF-
MAC-opt yields over 100% and 300% more than the modified
CSMA in terms of the average harvested energy and average
throughput, respectively.

B. Impact of Multiple Flows

The effect of multiple simultaneous flows in the sensor
network is investigated next, with random selection of source
and destination nodes, while the number of flows is varied
from 1 to 6. Again, we observe the behavior of RF-MAC on
two energy and throughput metrics, when nodes experience
different levels of channel usage and traffic loads. Fig. 9 shows a
smooth and monotonic increase in the average harvested energy
of RF-MAC-opt as the number of flows increases. Even though
the RF-MAC-no-opt exhibits a similar pattern, the increase is
not as smooth as one with the frequency optimization. Evi-
dently, the amount of average harvested energy yield could
be almost 150% less than RF-MAC-opt. Fig. 10 depicts the
average network throughput of RF-MAC with various numbers
of data flows. Interestingly, the average network throughput
of both RF-MAC variants gracefully drops as the number of

Fig. 9. Effect of multiple flows on the average harvested energy.

Fig. 10. Effect of multiple flows on the average network throughput.

data flow increases. This reduction in the throughput is a result
of more nodes sending out RFEs as they deplete their energy
faster with increasing number of data flows. Consequently, the
network spends more time in the charging state and less time
spent in the data exchange state. However, RF-MAC-opt yields
higher average network throughput, approximately 20% more
in this case. Again, both variants of RF-MAC largely out-
perform the modified CSMA. Especially, RF-MAC-opt yields
approximately 112% increase in terms of throughput.

C. Impact of the Number of Sensor Nodes

We investigate how RF-MAC protocol behaves when the
number of sensor nodes in the topology changes. We ran-
domly deploy various numbers of sensor nodes in the topology,
ranging from 60 to 240. The average harvested energy is
shown in Fig. 11, wherein the performance of RF-MAC-opt
smoothly drops and tends to stabilize when 120 sensor nodes
or more are present. On the other hand, RF-MAC-no-opt yields
a similar pattern to the modified CSMA, a rather constant
average harvested energy with fluctuations around the mean
trend. Again, RF-MAC-opt offers higher average harvested
energy when compared to RF-MAC-no-opt. Fig. 12 depicts
the average network throughput of RF-MAC with different
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Fig. 11. Effect of the number of nodes on the average harvested energy.

Fig. 12. Effect of the number of nodes on the average network throughput.

numbers of sensor nodes. Similar to the earlier case with the
average harvested energy, both RF-MAC variants experience
the reduction in average network throughput even RF-MAC-opt
displays marginally higher throughput. Moreover, the modified
CSMA performs significantly lower than RF-MAC-opt and RF-
MAC-no-opt in both harvested energy and network throughput.

D. Impact of Packet Size

The packet size is varied from 30 to 90 bytes with an
increment of 20 bytes, while other parameters are kept to their
default settings. The impact of packet size on the average
harvested energy of RF-MAC is shown in Fig. 13. It is clear that
the average harvested energy of RF-MAC-opt is monotonically
increasing with an increasing packet size, and offers up to 25%
gain over RF-MAC-no-opt at the packet size of 90 bytes. On
the other hand, the average harvested energy of RF-MAC-no-
opt tends to stabilize for packet sizes larger than 50 bytes. The
average network throughput of RF-MAC is shown in Fig. 14.
Both RF-MAC variants offer an increase in average network
throughput with increasing packet size. Again, the RF-MAC-
opt outperforms, in terms of the average network throughput,
its non-optimized variant and the modified CSMA throughout
the study range.

Fig. 13. Effect of the packet size on the average harvested energy.

Fig. 14. Effect of the packet size on the average network throughput.

VII. EXPERIMENTAL STUDY

Our testbed consists of 4 parts, signal generators (Agilent
N5181 MXG RF signal generators), RF switches, RF amplifiers
of 3 W EIRP (to emulate two ETs), and three wireless sen-
sors. We implemented the RF-MAC protocol in Mica2 motes
equipped with Chipcon CC1000 radios and connected to our in-
house fabricated RF energy harvester [1] operating at 915 MHz.
The sender motes are programmed to continuously transmit
30 Byte packets to the sink. We use the following setup to build
the two ETs for the transmission of wireless RF power, whose
schematic is shown in Fig. 15. The signal generators produce
two energy waves with bandwidth 63 kHz (similar to Power-
caster transmitter [2]) that are slightly shifted, corresponding
to the frequencies f1 and f2 obtained in frequency assignment
optimization earlier. These frequencies for our energy harvest-
ing setup are found as f1 = 915 MHz and f2 = 916 MHz. This
assures that transmission of the ETs and the sensor motes are
in-band and mechanisms such as data vs. energy channel access
can be verified correctly through the experiments. The ET con-
troller sends appropriate interrupt signal to the RF switch upon
receiving the ACK packet from the energy requesting node. We
also programmed Mica2 mote to function as an ET controller
by using three interrupt pins of the mote’s expansion connector
based on the MPR/MIB User’s Manual [10]. Specifically, INT0
is used to disable and enable the RF switch, INT1 is used
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Fig. 15. Schematic of our experimental setup for transmission of wireless RF
power.

Fig. 16. Effect of ET2 position on the average harvested energy.

to select output frequency f1, and INT2 is used for selecting
output frequency f2. Accordingly, the RF switch passes the
selected input signal to the RF amplifier which then transmits
with output power 3 W EIRP. Note that in the testbed both
ET1 and ET2 have the same configurations, with the interior
working of one of them expanded for brevity.

In order to verify the benefit of RF-MAC variants (two-tone
and single-tone energy transfer) over the modified CSMA, the
RF harvester is fixed at the location 0λ, ET1 is fixed in location
3λ away from the harvester, while the location of ET2 is varied
between location 0λ to 3λ. We evaluate the testbed under three
different scenarios as follows:

• Both ET1 and ET2 adopt RF-MAC with two-tone energy
transfer (f1 at 915 MHz and f2 at 916 MHz).

• Both ET1 and ET2 adopt RF-MAC with single-tone en-
ergy transfer (only one group is transmitted on f1 at
915 MHz).

• Both ET1 and ET2 adopt the modified CSMA that does
not employ frequency assignment optimization.

The average charging time and the network throughput of
the testbed under various MAC protocols are shown in Figs. 16
and 17. Each point in the experimental results represents an
average of ten independent experiments for 95% confidence
interval with 5% precision. It is clear that the RF-MAC with

Fig. 17. Effect of ET2 position on the average network throughput.

two-tone energy transfer not only yields the highest average
network throughput and the lowest charging time but also
it experiences minimal fluctuations. On the other hand, the
modified CSMA gives the highest charging time and the lowest
network throughput when ET2 is not located at the position
that results in in-phase combination of energy waves at the
harvester. The RF-MAC protocol prevents destructive effects by
out-of-phase combination of energy waves, and consequently
achieves higher average network throughput. Moreover, the
RF-MAC with two-tone energy transfer provides additional
improvements in the receiving power when compared to single-
tone energy transfer since both ET1 and ET2 can operate
simultaneously. There exists a region where destructive effect
is less pronounced, i.e., when ET2 is varied from location 0λ to
1λ. This is because the power provided by ET2 is much higher
when compared to the one provided by ET1. ET2 power and
phase simply dominates the behavioral outcome. However, it
can be observed that the destructive effect is more pronounced
when ETs are distanced equally, i.e. ET2 at 2.5λ or 3.5λ when
ET1 is at 3λ.

VIII. CONCLUSIONS

In this paper, we proposed the RF-MAC protocol that specif-
ically addresses the problems of the joint selection of energy
transmitters and their frequencies based on the collective impact
on charging time and energy interference, setting the maximum
energy charging threshold, requesting and granting energy,
and energy-aware access priority. The grouping of the ETs
into two sets with varying transmission frequencies, and the
minimal control overhead are both geared to keep the hardware
requirements simple, and the protocol easier to implement. Our
protocol delves on the important issue of how to determine
the energy vs. data communication tradeoff, especially as one
occurs as the cost of the other. Finally, simulation and testbed
results reveal that RF-MAC largely outperforms the modified
CSMA in both average harvested energy and average network
throughput.

APPENDIX

PROOF OF OPTIMALITY OF ENERGY TRANSFER

Statement: Given the power spectral densityS1(f) andS2(f),
the total energy transfer (EMax

RX ) under the RF energy harvesting
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circuit’s frequency response H(f) is maximum.

EMax
RX =

f1+ε∫
f1−ε

S1(f)H(f)df

︸ ︷︷ ︸
(1)

+

f2+ε∫
f2−ε

S2(f)H(f)df

︸ ︷︷ ︸
(2)

−

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

γ∫
f2−ε

S2(f)H(f)df

︸ ︷︷ ︸
(3)

+

f1+ε∫
γ

S1(f)H(f)df

︸ ︷︷ ︸
(4)

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

is maximum then
f1+ε∫

f1−ε

S1(f)H(f)df −
γ∫

f2−ε

S2(f)H(f)df

︸ ︷︷ ︸
X

and

+

f2+ε∫
f2−ε

S2(f)H(f)df −
f1+ε∫
γ

S1(f)H(f)df

︸ ︷︷ ︸
Y

are maximum as well.

Proof: Let (1)–(3) give the area under the curve repre-
sented by X and (2)–(4), similarly, return the area of Y, then
(1) + (2)− {(3) + (4)} has the total area of X+Y. Assume
we find α such that α = (1)− (3) + ε; ε > 0 then the total
area = (1) + (2)− {(3) + (4)}+ ε = X + Y + ε > X + Y .
This contradicts the supposition that (1) + (2)− {(3) + (4)}
is maximum. (1)− (4) can be proved in a similar fashion. �

REFERENCES

[1] P. Nintanavongsa, U. Muncuk, D. R. Lewis, and K. R. Chowdhury, “De-
sign optimization and implementation for RF energy harvesting circuits,”
IEEE J. Emerging Sel. Topics Circuits Syst., vol. 2, no. 1, pp. 24–33,
Mar. 2012.

[2] Powercast Corporation, Lifetime Power Evaluation and Develop-
ment Kit. [Online]. Available: http://www.powercastco.com/products/
development-kits/

[3] Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY)
Specification, IEEE 802.11, 1999.

[4] Z. A. Eu, H. P. Tan, and W. K. G. Seah, “Design and performance anal-
ysis of MAC schemes for wireless sensor networks powered by ambient
energy harvesting,” Ad Hoc Netw., vol. 9, no. 3, pp. 300–323, May 2011.

[5] P. Nintanavongsa, M. Y. Naderi, and K. R. Chowdhury, “Medium access
control protocol design for sensors powered by wireless energy transfer,”
in Proc. IEEE INFOCOM, Apr. 2013, pp. 150–154.

[6] J. Kim and J. W. Lee, “Energy adaptive MAC protocol for wireless sensor
networks with rf energy transfer,” in Proc. IEEE ICUFN, 2011, pp. 89–94.

[7] F. Iannello, O. Simeone, and U. Spagnolini, “Medium access control
protocols for wireless sensor networks with energy harvesting,” IEEE
Trans. Commun., vol. 60, no. 5, pp. 1381–1389, May 2012.

[8] M. K. Watfa, H. AI-Hassanieh, and S. Selman, “Multi-hop wireless energy
transfer in WSNs,” IEEE Commun. Lett., vol. 15, no. 12, pp. 1255–1277,
Dec. 2011.

[9] J. Curty, M. Declercq, C. Dehollain, and N. Joehl, Design and Optimiza-
tion of Passive UHF RFID Systems. New York, NY, USA: Springer-
Verlag, 2007.

[10] Crossbow Technology, Inc. [Online]. Available: http://www.xbow.com/
[11] Y. Chen and Q. Zhao, “An integrated approach to energy-aware medium

access for wireless sensor networks,” IEEE Trans. Signal Process.,
vol. 55, no. 7, pp. 3429–3444, Jul. 2007.

[12] L. Chen, I. Demirkol, and W. Heinzelman, “Token-MAC: A fair MAC
protocol for passive RFID Systems,” in Proc. IEEE GLOBECOM, Dec.
2011, pp. 1–5.

[13] A. P. Sample, B. H. Waters, S. T. Wisdom, and J. R. Smith, “Enabling
seamless wireless power delivery in dynamic environments,” Proc. IEEE,
vol. 101, no. 6, pp. 1343–1358, Jun. 2013.

[14] T. Zhu, Z. Zhong, Y. Gu, T. He, and Z.-L. Zhang, “Leakage-aware Energy
Synchronization for Wireless Sensor Networks,” in Proc. 7th Intl. Conf.
MobiSys, Jun. 2009, pp. 319–332.

[15] M. Y. Naderi, S. Basagni, and K. R. Chowdhury, “Modeling the residual
energy and lifetime of energy harvesting sensor nodes,” in Proc. IEEE
GLOBECOM, Dec. 2012, pp. 3394–3400.

[16] S. Basagni, M. Y. Naderi, C. Petrioli, and D. Spenza, Mobile Ad Hoc
Networking: The Cutting Edge Direction, Chapter 20: Wireless Sen-
sor Networks with Energy Harvesting. Hoboken, NJ, USA: Wiley,
Mar. 2013, pp. 701–736.

[17] X. Fafoutis and N. Dragoni, “ODMAC: An on-demand MAC protocol
for energy harvesting wireless sensor networks,” in Proc. 8th ACM Symp.
PE-WASUN, 2011, pp. 49–56.

[18] P. Nintanavongsa, R. Doost, M. Di Felice, and K. Chowdhury, “Device
characterization and cross-layer protocol design for RF energy harvesting
sensors,” Pervasive Mobile Comput., vol. 9, no. 1, pp. 120–131, Feb. 2013.

[19] M. Gorlatova, A. Wallwater, and G. Zussman, “Networking low-power
energy harvesting devices: Measurements and algorithms,” in Proc. IEEE
INFOCOM, Apr. 2011, pp. 1602–1610.

M. Yousof Naderi (M’09) received the B.Sc. degree
in computer engineering from Shahid Beheshti Uni-
versity (National University of Iran), Tehran, Iran, in
2008 and the M.Sc. degree with honors in communi-
cation and computer networks from Sharif Univer-
sity of Technology, Tehran, in 2010. Currently, he
is pursuing the Ph.D. degree in the Electrical and
Computer Engineering Department at Northeastern
University, Boston, MA, USA.

His current research interests lie in the design and
experimentation of novel communication protocols,

algorithms, and analytical models specialized for wireless energy harvesting
networks, cognitive radio networks, multimedia sensor networks, and cyber-
physcial system.

Prusayon Nintanavongsa (M’12) received the B.E.
degree in electrical engineering from SIIT, Bangkok,
Thailand, in 1999, the M.E. degree in computer en-
gineering from KMUTT, Bangkok, in 2001, the M.S.
degree in electrical engineering from Boston Uni-
versity, Boston, MA, USA, in 2006, and the Ph.D.
degree in computer engineering from Northeastern
University, Boston, MA, USA, in 2013.

Currently, he is a Lecturer in the Computer En-
gineering Department at Rajamangala University of
Technology Thanyaburi, Thailand. His expertise and

research interests lie in RF energy harvesting circuit design, protocol design
in energy harvesting wireless sensor networks, and ultra-low power wireless
sensor networks.

Dr. Nintanavongsa won a best paper award at the IEEE ICNC conference in
2013. He was a recipient of the Royal Thai government scholarship.

Kaushik R. Chowdhury (M’09) received the B.E.
degree in electronics engineering with distinction
from VJTI, Mumbai University, India, in 2003, the
M.S. degree in computer science from the University
of Cincinnati, Cincinnati, OH, USA, in 2006, and the
Ph.D. degree from the Georgia Institute of Technol-
ogy, Atlanta, GA, USA, in 2009.

He is Assistant Professor in the Electrical and
Computer Engineering Department at Northeastern
University, Boston, MA, USA. He currently serves
on the editorial board of the Elsevier Ad Hoc Net-

works and Elsevier Computer Communications journals. His expertise and
research interests lie in wireless cognitive radio ad hoc networks, energy
harvesting, and intra-body communication.

Dr. Chowdhury is the recipient of multiple best paper awards at the IEEE ICC
conference. His M.S. thesis was given the outstanding thesis award jointly by
the Electrical and Computer Engineering and Computer Science Departments
at the University of Cincinnati, Cincinnati.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


