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This paper develops an index for comparing the productivity of groups of operating units in cost terms when

input prices are available. In that sense it represents an extension of a similar index available in the literature

for comparing groups of units in terms of technical productivity in the absence of input prices. The index

is decomposed to reveal the origins of differences in performance of the groups of units both in terms of

technical and cost productivity. The index and its decomposition are of value in contexts where the need

arises to compare units which perform the same function but they can be grouped by virtue of the fact that

they operate in different contexts as might for example arise in comparisons of water or gas transmission

companies operating in different countries.

© 2014 Elsevier B.V. All rights reserved.
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1. Introduction

Efficiency and productivity are major sources of economic devel-

opment and a thorough understanding of the factors affecting pro-

ductivity is important for managers, economists and policy mak-

ers, especially in difficult times of economic crisis where better

performance is paramount for sustainability and progress. It is not

surprising, therefore, that in recent decades the measurement and

analysis of performance has enjoyed a great deal of interest and

has seen major developments from a theoretical, methodological

and empirical point of view. The measurement and analysis of ef-

ficiency and productivity evolved for a long time as independent

scientific fields but in recent years the two have merged in a com-

mon framework and in this context often efficiency is incorporated

in productivity analysis, which is deemed a better approach by

many.

We address here the case where operating units are using mul-

tiple inputs to secure multiple outputs and input prices are exoge-

nous and available. Further, we address the case where the units in

question perform the same function, using the same types of inputs

to secure the same kinds of outputs, but are operating in different

contexts. One case in point is the increasing need to conduct com-

parisons across countries. For example see Haney and Pollitt (2012)

on the international comparison of electricity transmission compa-

nies. Clearly companies performing the same function but in different

countries can be grouped as operating in different contexts (e.g. on
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rices and regulatory regimes). Even within a given country, how-

ver, often operating units performing the same function can differ

y context. For example the branches of a bank may differ in terms of

cope of activities and types of clientele depending on whether they

perate in a rural or urban environment. In such cases input costs, e.g.

or labour and capital assets, may differ between groups of units as

ell as within units of a given group. Comparisons therefore of units

eed to isolate and measure the impact of group membership on

roductivity.

This issue has already been addressed by a number of authors.

he concept of ‘metafrontiers’ has been developed to isolate group

embership from ‘managerial’ effects on efficiency and productivity

e.g. see Battese, Rao, & O’Donnell, 2004; O’Donnell, Rao, & Battese,

008). These approaches assume each group has its own best practice

rontier but that there is a metafrontier which envelops all individual

roup frontiers. This allows one to decompose the evaluated unit’s

ttainment into a part attributable to the unit itself (i.e. its own man-

gement) and a part attributable to group membership. More recently

rennan, Carla, and John (2014) have considered groupings of oper-

ting units by environmental context and have developed models for

stimating an index to capture the impact on productivity change at-

ributable to the context of each grouping. They have prior notions as

o more and less favourable operating contexts.

An alternative to the metafrontier approach for comparing groups

f units on performance is put forth by Camanho and Dyson (2006).

his approach relies on assessing units within existing groupings

ithout recourse to a metafrontier. Recourse to a metafrontier implies

hat there is an expansion of technology by convexification of existing

roup technologies. The Camanho and Dyson (2006) approach does

ot make this assumption. Further, it does not distinguish between
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ore or less favourable operating contexts. Thus the Camanho and

yson (2006), and therefore the approach in this paper too, is less

emanding of prior assumptions.

The Camanho and Dyson (2006) approach compares groups of op-

rating units where the focus is on technical efficiency and prices

f inputs or outputs either do not exist or are ignored. Our paper

uilds on the Camanho and Dyson (2006) approach to address the

ase where input prices are available and they may differ for units

oth within and across groups. As in their case we make no recourse

o the notion of a metafrontier and make no prior assumptions as to

hether operating in one group as opposed to another is necessarily

dvantageous and whether that holds for all input-output mixes and

r scale sizes. The index developed here, as we will see later, offers

number of advantages over more traditional metafrontier based

pproaches for comparing groups of DMUs on performance. The ad-

antages stem from the fact that the index developed here takes into

ccount both technical and cost efficiency. Further, more than the

etafrontier approach, it is decomposable both in cost and technical

erms at several levels, enriching the insights that can be gained into

roup performance. We return to the advantages and drawbacks of

he index at the concluding section.

Turning to measures of productivity, there are alternative ap-

roaches to quantifying productivity and a very popular one is the

almquist productivity index. Malmquist’s (1953) seminal work

tayed unnoticed and without any applications for some time.

aves, Cristensen, and Diewert (1982) reintroduced it to produc-

ivity measurement and subsequently, Färe and Grosskopf (1992,

996), Grosskopf (1993), Färe, Grosskopf, Lindgren, and Roos (1989),

äre, Grosskopf, and Lovell (1994), Färe and Grosskopf (1996), Färe,

rifell-Tatje, Grosskopf, and Lovell (1997), Färe, Grosskopf, and Rus-

ell (1998), Portela and Thanassoulis (2006, 2010) further elaborated

he approach. A major extension of the index was its decomposi-

ion into a measure capturing efficiency change and one capturing

echnical change over time by Färe, Grosskopf, Norris, and Zhang

1994). We refer to this here as the ‘classical’ Malmquist index. The

art measuring efficiency change measures the shift of the individual

nit relative to its frontier over time while technical change cap-

ures the shift of the production boundary itself over time. The index

an be computed in the empirical context using DEA models. Under

ertain conditions the Malmquist index approximates other popu-

ar indices such as the Törnqvist (1936) and the Fisher (1922) index.

hese two indices are easy to compute and they have been shown

o be exact for general forms of technology, but in the presence of

nefficiency they may provide biased (see Coelli, Prasada Rao, & Bat-

ese, 1998) estimates of productivity and thus the Malmquist index is

referable.

The classical Malmquist index Färe et al. (1994) was generally de-

eloped for cases where technical efficiency in terms of input–output

evels was the focus and input prices either did not exist or were

gnored. Later a parallel strand of the literature evolved which takes

nput prices into account where they are available. In this case an

mportant form of efficiency, namely allocative, is contributory to

roductivity change in cost terms. Allocative efficiency captures the

egree to which an already technically efficient production unit can

urther reduce its aggregate cost of securing its outputs by select-

ng an optimal mix of inputs given the exogenously fixed prices at

hich it can secure its inputs. Allocative efficiency and its change

ay affect performance significantly and this is important in light of

mpirical studies which have identified frequent instances of alloca-

ive inefficiency at production units. In such cases production units

ay improve over time their performance by changing the input mix

hey employ to produce their output. Hence the impact of alloca-

ive efficiency change on productivity change should be accounted

or Coelli et al. (1998) when input prices are available. In this con-

ext, Bauer (1990) and Balk (1998) decomposed, in the econometric

nd index number framework respectively, productivity change so
hat allocative efficiency change is captured. Maniadakis and Thanas-

oulis (2000, 2004) developed a cost Malmquist productivity index,

omputed through DEA models, which is decomposed into technical

hange and overall efficiency change which captures costs. The index

s defined in terms of cost rather than input distance functions and

s applicable when producers can be assumed to be cost minimisers

nd input–output quantity and input price data are available. This

ndex has seen many applications in various settings including health

are, banks, electricity units, real estate, forest product industries,

nd educational programmes and it has also seen further extensions

Hosseinzadeh, Jahanshahloo, & Akbarian, 2007).

Camanho and Dyson (2006) address the case where units can be

rouped by operating context. They developed measures, based on

he Malmquist index, that enable the decision making unit’s inter-

al inefficiencies to be distinguished from those associated with the

roup (or program) to which the unit belongs. The present paper ex-

ends this idea to show how the cost Malmquist index of Maniadakis

nd Thanassoulis (2004) can be used to build on the Camanho and

yson (2006) ideas so as to compare groups of operating units in cost

erms. The paper develops an overall index that captures the relative

roductivity in terms of cost between units belonging to different

roups. The index is then decomposed to reveal the impact of tech-

ical and allocative efficiency at group level. Information of this type

ould be useful for managing the performance of groups of units. It

ould enable managers to identify best practice across groups and

his would be both in terms of technical and cost efficiency.

The remainder of this paper is organized as follows. Section 2 pro-

ides a review of literature on the classical Malmquist index; the cost

almquist index and group (technical) Malmquist index. Section 3

evelops the cost Malmquist index for comparing groups of units on

roductivity. Section 4 develops the decomposition of the index de-

ned in Section 3. Section 5 illustrates the index developed by means

f a numerical example. Section 6 concludes.

. Technical background on Malmquist indices

.1. Definitions

Let us assume that in time period t, producers are using inputs,
t ∈ Rm+ to produce outputs yt ∈ Rs+ and the technology of production

an be captured in terms of the input distance function (Shephard,

953) as:

t
i(y

t, xt) = Supθ

{
θ :

xt

θ
∈ Lt(yt), θ > 0

}
, (1)

here the subscript i denotes input orientation and Lt(yt) is the set

f input vectors xt which can secure the output vector yt. When input

rices, wt ∈ Rm+ , are available one may define technology in terms of

he cost function, which is:

t(yt, wt) = minxt{wtxt : xt ∈ Lt(yt)} (2)

here wtxt = ∑m
n=1 wt

nxt
n the subscript n denoting the nth input.

t(yt, wt)defines the minimum cost of producing a given output vec-

or yt given the input prices wt and the technology of period t. The

et of input vectors xt which correspond to the scalar Ct(yt, wt) lie on

n isocost line which defines a cost boundary which is the locus of the

nput vectors that, given the technology and input prices, are capable

f securing output yt at the cost of Ct(yt, wt).

.2. The classical Malmquist index

Caves et al. (1982) adapted to productivity measurement an index

hat was first proposed by Malmquist (1953) in the context of con-

umer theory. Assuming technical efficiency, the authors treated the

ndex as a theoretical one and showed its relation to the Törnqvist

1936) quantity index, which under certain conditions is consistent



798 E. Thanassoulis et al. / European Journal of Operational Research 241 (2015) 796–805

t

t

r

a

d

c

n

c

i

j

w

w

r

C

C

S∑

∑
λ

I

p

o

m

l

u

V

c

2

w

(

c

m

s

Y

o

t

n

f

i

D

i

I

T

o

T

b

i

o

B

r

with flexible representations of the technology. Färe et al. (1989) re-

laxed the assumption of technical efficiency and used the index for

the first time in an empirical context. Assume two time periods t

and t + 1 respectively and define in each one of them technology

and production as shown in the previous section. The input oriented

Malmquist (IM) productivity index is as in (3):

IM =
[

Dt(yt+1, xt+1)

Dt(yt, xt)

Dt+1(yt+1, xt+1)

Dt+1(yt, xt)

]1/2

(3)

The distance functions in the index in (3) are defined as in (1)

and with reference to the constant returns to scale (CRS) production

boundary. For unit j0, the term 1/Dt
0(x

t, yt) can be computed using

models such as that in (4):

1

Dt
0(x

t, yt)
= min

ϕ,λj

ϕ

Subject to
n∑

j=1

λjx
t
ij ≤ϕxt

ij0
, i = 1, . . . , m,

n∑
j=1

λjy
t
rj ≥ yt

rj0
, r = 1, . . . , s,

ϕ, free; λj ≥ 0, j = 1, . . . , n. (4)

Färe and Grosskopf (1994), Färe et al. (1997) showed that the

constant returns to scale (CRS) – based index measures productivity

accurately irrespective of whether the true form of the technology

is CRS or variable returns to scale (VRS). The index is in effect the

geometric mean of two indexes. The first uses as a reference the pro-

duction boundary of period t and the second that of period t + 1.

When the productivity index computed by (3) is less than one it in-

dicates progress, in the sense that lower input levels are needed to

secure given output levels. An index score greater than 1 implies pro-

ductivity regress and constant productivity is signalled by an index

score of 1. Färe et al. (1989) showed how to decompose the index into

technical efficiency change and technical change and Färe et al. (1994)

showed how to decompose technical efficiency change further into a

scale and a pure technical efficiency change when the technology is

VRS. However, the Färe et al. (1994) decomposition for VRS technolo-

gies only captures technology change of the CRS frontier rather than

the true (VRS) frontier. Ray and Desli (1997) develop for VRS tech-

nologies a decomposition which captures technology change with

reference to the true (VRS) frontier on which the unit sits or can be

projected. However, some of the components defined in the Ray and

Desli (1997) decomposition may not be computable for some of the

units. This happens for those units whose data may not be enveloped

by data in a different period (or group in our case). For more details

on how to compute the classical Malmquist index and its components

see Thanassoulis (2001, chap. 7).

2.3. A cost Malmquist productivity index

Maniadakis and Thanassoulis (2004) proposed a cost Malmquist

index, which is applicable when producers are cost minimizers and

input prices are known. Specifically, the cost Malmquist (CM) pro-

ductivity index is as in (5):

CM =
[

wtxt+1/Ct(yt+1, wt)

wtxt/Ct(yt, wt)

wt+1xt+1/Ct+1(yt+1, wt+1)

wt+1xt/Ct+1(yt, wt+1)

]1/2

(5)

where wtxt = ∑m
n=1 wt

nxt
n and the cost functions Ct(yt, wt) are with

reference to the CRS technology. The cost ratios in (5) represent dis-

tances or inflation (deflation) factors in the terminology of Caves

et al. (1982). These factors are defined in terms of input quantities

in the IM index in (3) but they are defined in terms of input costs in
he CM index in (5). Just as with the IM index, a CM index value less

han 1 implies productivity progress, a value greater than 1 implies

egress and a value of 1 indicates constant productivity in terms of

ggregate cost of inputs controlling for output. The CM index can be

ecomposed in a similar manner to the IM index into overall efficiency

hange and cost-technical change. Moreover, both of these compo-

ents can be further decomposed into input quantity and input price

omponents as detailed in Maniadakis and Thanassoulis (2004).

DEA can be used to compute the CM index as follows. Let us have

n each time period production units j = 1, 2, . . . , n. In period t, the

0th unit employs amount xt
ij0

(i = 1, 2, . . . , m) available at prices
t
ij0

(i = 1, 2, . . . , m). For unit j0 the cost of securing its output is

txt = ∑m
i=1 wt

ij0
xt

ij0
. Similarly the costs denoted wt+1xt+1, wtxt+1 are

espectively
∑m

i=1 wt+1
ij0

xt+1
ij0

and
∑m

i=1 wt
ij0

xt+1
ij0

. For unit j0, the term
t(yt, wt) can be computed using models such as that in (6):

t(yt, wt) = min
λj,xi

m∑
i=1

wt
ij0

xi

ubject to
n

j=1

λjx
t
ij ≤ xi, i = 1, . . . , m,

n

j=1

λjy
t
rj ≥ yt

rj0
, r = 1, . . . , s,

j ≥ 0, xi ≥ 0, j = 1, . . . , n; i = 1, . . . , m (6)

n the model above wt
ij0

is the price of input i for DMU j0 at time

eriod t. xi, i = 1, 2, . . . , m as well as λj, j = 1, 2, . . . , n are the variables

f the model. The cross period cost Ct(yt + 1,wt) is computed using

odel (6) after changing t to t + 1 in yt
rj0

(i.e. using period t + 1 output

evels for unit j0) while the constraints and prices remain as they are,

sing period t data. The model in (6) relates to CRS technologies. For

RS technologies the convexity constraint
∑n

j=1 λj = 1 is added to the

onstraints to model (6).

.4. Group performance Malmquist indices

As noted earlier Camanho and Dyson (2006) developed measures

hich make it possible to compare groups of decision making units

DMUs) on performance in terms of technical rather than cost effi-

iency. In outline, the Malmquist index for measuring group perfor-

ance developed by Camanho and Dyson (2006) is as follows. Con-

ider δA DMUs in Group A, using inputs XA ∈ Rm+ to produce outputs,
A ∈ Rs+ and δB DMUs in Group B, using inputs XB ∈ Rm+ to produce

utputs, YB ∈ Rs+. The DMUs operating in Group A are represented by

heir input–output vectors as (XA
j
, YA

j
) for j = 1, 2, . . . , δA. A similar

otation is used for Group B. DA(XB
j
, YB

j
) represents the input distance

unction for DMU j of Group B with respect to the frontier of units

n Group A. The Malmquist index for measuring the productivity of

MUs in Group A relative to that of DMUs in Group B, IAB is defined

n (7).

AB =

⎡
⎢⎣

(∏δA

j=1
DA

(
XA

j
, YA

j

))1/δA

(∏δB

j=1
DA

(
XB

j
, YB

j

))1/δB
×

(∏δA

j=1
DB

(
XA

j
, YA

j

))1/δA

(∏δB

j=1
DB

(
XB

j
, YB

j

))1/δB

⎤
⎥⎦

1/2

(7)

he superscript AB in IAB is used to indicate that the distance functions

f the DMUs in Group A are in the numerator of the definition of IAB.

he numerator of the first fraction within the square root (outer)

racket computes the geometric mean of the distance of the DMUs

n Group A from the efficient frontier of that group. The denominator

f that fraction computes the geometric mean of the DMUs in Group

again from the Group A frontier. As the frontier is constant the

atio of the geometric means concerned reflects the productivity of
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he DMUs in Group A compared to that of the DMUs in Group B. The

arger the fraction value the larger the distance of the DMUs in Group

compared to those in Group B from the referent frontier used and

ence the worse the productivity of the DMUs in Group A compared

o that of the DMUs in Group B. The converse is the case if the fraction

alue is below 1 and if it is 1 then on average the DMUs in the two

roups have similar productivity.

The second fraction in the square root brackets is interpreted in a

imilar manner, the only difference being the referent frontier used

s that of the DMUs in Group B. Thus the overall square root value is

nterpreted in the same way as each one of its individual component

ractions and so the larger the value of the index IAB the worse the

roductivity of the DMUs in A compared to those in B so that those in

roup A consume more input than the DMUs in Group B for the same

utput.

The overall productivity measure in (7) can be decomposed into

he following components:

AB =
(∏δA

j=1
DA

(
XA

j
, YA

j

))1/δA

(∏δB

j=1
DB

(
XB

j
, YB

j

))1/δB

×

⎡
⎢⎣

(∏δA

j=1
DB

(
XA

j
, YA

j

))1/δA

(∏δA

j=1
DA

(
XA

j
, YA

j

))1/δA
×

(∏δB

j=1
DB

(
XB

j
, YB

j

))1/δB

(∏δB

j=1
DA

(
XB

j
, YB

j

))1/δB

⎤
⎥⎦

1/2

(8)

he first term in (8) measures the mean distance of the DMUs in

roup A from their own frontier to that of the DMUs in Group B from

heir own frontier. The ratio of these distances reflects the relative

pread of the DMUs in each group. The larger the value of the first

erm in the RHS of (8) the further on average are the DMUs in Group

from their own frontier than are those of Group B from their own

rontier. The value of this ratio cannot convey a measure of relative

roductivity of units in each group as the referent boundaries differ

etween the numerator and the denominator. The first fraction in the

quare root bracket in (8) uses the DMUs in Group A as referents both

n the numerator and the denominator and so it captures the distance

etween the boundaries of Groups A and B. The second fraction in

he square root captures again the distance between the boundaries

f the two groups of units, using this time the DMUs in Group B as

eferents. Thus the square root value is a measure of the distance of the

oundaries of the two groups akin to the boundary shift in measuring

roductivity change over time. The larger the value of the square root

he less productive the frontier units of Group A compared to those

f the frontier of Group B.

Thus in effect the Malmquist index is adapted here in order to be

sed in a single time period and to compare the productivity of groups

f units. In this context, the Malmquist index is multiplicatively de-

omposed into an index reflecting the efficiency spread among DMUs

perating in each group, and an index reflecting the productivity gap

etween the best-practice frontiers of the two groups.

. A cost Malmquist index for comparing groups of units

We propose in this paper a Malmquist Index for comparing groups

f DMUs on productivity in terms of costs for the case where input

rices are available and exogenous. That is for the case where DMUs

re price takers in the sense that the input prices actually paid by the

MU are determined by the market which it cannot influence in any

ubstantial way. To illustrate the derivation of this index consider δA

MUs in Group A, using inputs XA ∈ Rm+ to produce outputs YA ∈ Rs+,

nd δB DMUs in Group B, using inputs XB ∈ Rm+ to produce outputs
B ∈ Rs+. DMU j of Group A has input price vector WA

j
and WB

j
is defined

n an analogous manner for DMU j of Group B. DMU j operating in

roup A is represented by its input-output vector (XA
j
, YA

j
) and input

rices WA
j

. A similar notation is used for DMUs in Group B. CA(YA
j
, WA

j
)

epresents the minimum cost at which DMU j of Group A can secure its

utputs as computed using the model in (6) with reference its input–

utput levels and input prices in the technology defined by DMUs in

roup A. For DMUs j = 1, 2, . . . , δA define now the cost efficiency of

MU j as:

EA
(
XA

j , YA
j , WA

j

) =
CA

(
YA

j
, WA

j

)
WA

j
XA

j

(9)

Following the Malmquist-type index developed by Maniadakis

nd Thanassoulis (2004) and the group comparison index of Camanho

nd Dyson (2006), we define a cost Malmquist index for comparing

roups A and B of DMUs on costs of output production, as follows:

IA =

⎡
⎢⎣

(∏δA

j=1
WA

j
XA

j /CA
(
YA

j
, WA

j

))1/δA

(∏δB

j=1
WB

j
XB

j /CA
(
YB

j
, WB

j

))1/δB

⎤
⎥⎦ =

⎡
⎢⎣

(∏δB

j=1
CEA,B

j

)1/δB

(∏δA

j=1
CEA

j

)1/δA

⎤
⎥⎦

(10)

he notation CA denotes the referent technical frontier for computing

he minimum cost for an output bundle is that defined by the DMUs

n Group A. CEA,B similarly denotes that the referent technical frontier

or computing the cross-group cost efficiency of a DMU in Group B is

hat defined by the DMUs in Group A.

The within-group cost efficiency CEA of DMU j of Group A is com-

uted using the model in (6) as noted above. The cross-group inverse

f cost efficiency CEA,B
j

is WB
j

XB
j
/CA(YB

j
, WB

j
).

The denominator CA(YB
j
, WB

j
) is computed using the model in (6)

odified as in (11):

A
(
yB

j , wB
j

) = min
xi,λj

m∑
i=1

wB
j0

xi

ubject to
n

j=1

λjx
A
ij ≤ xi, i = 1, . . . , m,

n

j=1

λjy
A
rj ≥ yB

rj0
, r = 1, . . . , s,

j ≥ 0, xi ≥ 0, j = 1, . . . , n; i = 1, . . . , m (11)

he numerator of the rightmost ratio in (10) captures the geometric

ean of the cost efficiencies of the DMUs in Group B relative to a

ost frontier based for each DMU of Group B on its own input prices

pplied to the technical frontier of the DMUs in Group A. The denom-

nator of the rightmost ratio in (10) captures the geometric mean of

he cost efficiencies of the DMUs in Group A relative to their own

ost frontier based on their own technical frontier. Thus, since the

ame technical frontier (that of the DMUs in Group A) is used for the

umerator and the denominator the index labelled CIA in (10) cap-

ures the productivity in cost terms of the DMUs in Group B relative

o that of the DMUs in Group A given each the input prices it faces.

he larger the value of CIA the higher on average the cost efficiency

f the DMUs in Group B compared to that of the DMUs in Group A.

hen CIA > 1 it means in percentage terms DMUs in Group B have

ower scope for cost savings than DMUs in Group A. As we have used

he same referent technology boundary in computing CIA for both

roups of DMUs, had the DMUs in the two groups had identical input

rices (all DMUs and both groups) CIA > 1 would signal that for given

utput level the DMUs in Group B incur a lower cost and that would

e due to their better productivity in technical terms. However, as the

nput prices may differ both in absolute terms and in the ratio they

re to each other, we can only at this stage conclude that in percent-

ge terms DMUs in Group B have lower scope for cost savings than

MUs in Group A when CIA > 1 . We turn later to a decomposition of

ndices of this type and to the issue of absolute input price differences
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between the groups in order to gain a better insight into their relative

performance in cost terms.

An index similar to that of CIA in (10) can be defined with respect

to the cost frontier of the DMUs in Group B. The index is labelled CIB

and is defined in (12).

CIB =

⎡
⎢⎣

(∏δA

j=1
WA

j
XA

j /CB
(
YA

j
, WA

j

))1/δA

(∏δB

j=1
WB

j
XB

j /CB
(
YB

j
, WB

j

))1/δB

⎤
⎥⎦ =

⎡
⎢⎣

(∏δB

j=1
CEB

j

)1/δB

(∏δA

j=1
CEB,A

j

)1/δA

⎤
⎥⎦

(12)

The interpretation of the index CIB is similar to that of CIA. That is

a value greater than 1 would mean that given the input prices of

each DMU, the DMUs in Group B are more productive in cost terms

than those in Group A, in the sense that in percentage terms they

are closer to their minimum achievable costs than are the DMUs in

Group A. A value below 1 for CIA or CIB means the converse in that

the DMUs in Group A are more productive in cost terms than those

in Group B, in the sense outlined. Finally either index having a value

of 1 would suggest the two groups of units have approximately the

same productivity in cost terms.

As the choice of referent technical frontier is arbitrary, in the tra-

dition of the Malmquist index we use the geometric mean of CIA and

CIB as in (13) to capture the productivity in cost terms of the DMUs

in Group A relative to that of the DMUs in Group B. Thus the cost

Malmquist index for two Groups A and B is as follows:

CIBA = (
CIA × CIB

)0.5 =

⎡
⎢⎣

(∏δB

j=1
CEB

j

)1/δB

(∏δA

j=1
CEB,A

j

)1/δA
×

(∏δB

j=1
CEA,B

j

)1/δB

(∏δA

j=1
CEA

j

)1/δA

⎤
⎥⎦

0.5

(13)

We have used in CIBA in (13) the superscript BA to indicate that the

cost efficiencies of DMUs in Group B are in the numerator and those of

Group A are in the denominator. With this definition of CIBA a value

greater than 1 would indicate that the DMUs in Group B are more

productive in cost terms than those in Group A in terms of percentage

of potential savings needed to reach minimum cost. A value below 1

would indicate the converse and a value equal to 1 would suggest

equal cost productivity of the DMUs in the two groups.

Clearly the CIBA index does not reflect in absolute terms the cost

differences between the DMUs in each group. For example an index

value of say 1.1 would indicate that controlling for output quantity

and input prices, on average DMUs in Group A have 10 percentage

points more scope for savings than do DMUs in Group B. Yet, in ab-

solute terms the DMUs in Group A may be delivering a given output

quantity at lower cost than those in Group B if the levels of input

prices at Group A are sufficiently lower than those at Group B. In the

context where units are price takers we can still deem the DMUs in

Group B more ‘cost effective’ than those in Group A because given

the input prices they face they perform better than do the DMUs in

Group A. (For the case where units are not strictly price takers notions

of price efficiency arise reflecting an additional component for a unit

to save on aggregate costs by achieving a more favourable set of input

prices. e.g. see Camanho & Dyson, 2008; Portela & Thanassoulis, 2014;

Tone, 2002; Tone & Tsutsui, 2007.)

We can, however, in the context of the units being price takers

readily, adjust the CIBA index to account for absolute input price dif-

ferences between groups. For example let the mean price of input i in

Group A be WA
i

and WB
i

be analogously defined for Group B. We can

compute an index

PAB =
(∏m

i=1

WA
i

WB
i

)1/m

whose value reflects the absolute magnitudes of input prices in Group

A relative to those at Group B. For example a value of 1.1 for PAB would
ndicate that on average input prices in Group A are about 10 percent

igher than in Group B. We can now adjust the CIBA index to take

ccount of the relative magnitudes of the input prices in the two

roups so as to gain a view of the potential for cost savings of DMUs

n each group in absolute terms. Thus define

dj CIBA = CIBAPAB.

dj CIBA reflects the comparative potential for savings between

roups A and B in absolute terms. To see this note that if two DMUs

ne in Group A and the other in Group B have identical input–output

evels and each input price of the DMU in Group A is a multiple PAB

f the corresponding one at the DMU in Group B then in the tech-

ology of either group as used to compute CIBA, the two DMUs will

ave the same technically efficiency point in terms of input levels.

f we denote these inputs levels eff and use PA and PB for the vector

f input prices at the DMU in Groups A and B respectively, then at

MU level we can re-write either one of the components of CIBA in

13) as
eff PB

Obs cost B

eff PA

Obs cost A

. Thus we have Adj CIBA = CIBA PAB=
eff PB

Obs cost B

eff PA

Obs cost A

1
1

PAB

which

educes to
eff PB

Obs cost B

eff PB

Obs cost A

= Obs cost A
Obs cost B

. This shows that Adj CIBA reflects as we

ould expect the potential savings at DMU Group A relative to those

t DMU Group B when all that differs between the two are the input

rices.

A value above 1 for Adj CIBA would indicate that when we take into

ccount the relative efficiencies and magnitudes of the input prices,

he DMUs in Group A have higher scope for efficiency savings than

o the DMUs in Group B. The converse is the case when Adj CIBA has

value below 1. The DMUs in the two groups have similar scope for

fficiency savings in absolute terms when Adj CIBA has a value of 1 or

lose.

However, we should use with caution the adjusted index Adj CIBA.

his is for a number of reasons. One is that the inputs may not be

otally homogeneous across the two groups of DMUs and so input

rice differences may reflect differences in quality or functionality

f inputs. Another is that mean input prices as used to compute the

ndex PAB can be significantly affected by some unusually high or low

rices at certain DMUs. Above all, however, in computing both the

eometric and the arithmetic means all inputs are given equal weight

n PAB irrespective of how much the corresponding input contributes

o aggregate input costs. Notwithstanding these reservations, how-

ver, the adjusted CIBA index does provide an indication of the relative

ggregate cost levels of DMUs of equal cost efficiency in each group.

. Decomposition of the cost Malmquist index for comparing

roups of DMUs

The CIBA index can be decomposed into overall efficiency change-

roup (OECGBA) and cost technical change-group (CTCGAB) as fol-

ows:

ECGBA =
(∏δB

j=1
CEB

j

)1/δB

(∏δA

j=1
CEA

j

)1/δA
and

TCGAB =

⎡
⎢⎣

(∏δA

j=1
CEA

j

)1/δA

(∏δA

j=1
CEB,A

j

)1/δA
×

(∏δB

j=1
CEA,B

j

)1/δB

(∏δB

j=1
CEB

j

)1/δB

⎤
⎥⎦

0.5

o that we have

IBA = OECGBA × CTCGAB (14)

The ratio OECGBA compares within-group cost efficiency spreads,

he superscript BA indicating that the cost efficiencies of the DMUs

n B are in the numerator and those of A in the denominator. The

arger the value of this ratio the closer the DMUs in Group B to their

wn cost frontier compared to the DMUs in Group A and their own
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Fig. 1. Illustration of the CTCGAB component of the cost Malmquist index.
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ost frontier. A value below 1 suggests the opposite and a value of 1

uggests on average we have a similar spread of units around their

ost frontiers in both groups. The value of the ratio does not tell us

hich ones are more productive in cost terms as the cost frontiers are

ifferent for the two groups.

The superscript AB in CTCGAB indicates that the technology bound-

ry of the DMUs of Group A is in the numerator of the ratios within

TCGAB. The numerator of the first ratio in the RHS of the equation

efining CTCGAB in (14) captures the geometric mean of the cost ef-

ciency of the DMUs in Group A relative to their own cost frontier.

he denominator captures the geometric mean of the cost efficiency

gain of the DMUs in Group A but relative to a cost frontier of the

MUs in Group B, using again each its own input prices. Thus as the

roup of DMUs is the same (Group A) the ratio of the numerator to

he denominator captures the distance between the cost frontier of

he DMUs in Group A from that of the DMUs in Group B. As the same

nput prices are used both in the numerator and denominator for each

MU, the distance of the cost frontiers will reflect a combination of

echnical boundary shift and allocative efficiency change between the

wo groups as illustrated in Fig. 1.

Fig. 1 shows a two input, single normalised output scenario in

hich the technical frontier of DMUs in Group A is denoted G_A and

hat of the DMUs in Group B G_B. The unit being assessed is A and the

socost frontiers are “isocost B” and “isocost A” relative to technical

rontier G_B and G_A respectively.

The component of the first ratio in the RHS of the equation defining

TCGAB in (14) in relation to DMU Group A in Fig. 1 would be OB/OA
OD/OA

=
B/OD. This ratio reflects the distance between the cost frontiers

rawn on the two technical frontiers, using the same input prices. The

istance between the cost frontiers reflects the shift, if any, between

he technical frontiers G_A and G_B and the difference in allocative

fficiency of DMU A in relation to the two groups of DMUs, depicted

y the difference between BC and DE in Fig. 1.

The larger the value of first ratio in the RHS of the equation defin-

ng CTCGAB in (14) the closer are the isocost lines of the Group A

ompared to those of Group B, to the ‘referent’ DMUs of Group A. As

he input prices used are the same irrespective of technical boundary,

his would imply that for given input prices the isocost hyperplanes

n Group B define a more demanding target in cost terms for a DMU

han do the corresponding hyperplanes on Group A.

The second ratio in the RHS of the equation defining CTCGAB in (14)

s interpreted in a similar manner but is using the DMUs in Group B

s ‘referent’ to capture the distance of the isocost hyperplanes drawn
n the two group technical boundaries. Thus the geometric mean of

he two ratios forming CTCGAB reflects the mean distance between

he cost frontiers of Groups A and B, akin to the boundary shift in

he traditional Malmquist index where the frontiers are of the same

roup of units at two different points in time. Where in the traditional

almquist index the same DMUs are differentiated by time period

ere the DMUs are differentiated by grouping on context. Further,

he shift as pointed out above, now reflects a combination of technical

nd allocative differences between the two groups of DMUs.

The OECGBA and CTCGAB components of the CIBA index can them-

elves be decomposed.

The OECGBA component in (14) can be decomposed into technical

fficiency change-group (TECGAB) and allocative efficiency change-group

AECGBA) as follows:

ECGAB =
(∏δA

j=1
DA

(
YA

j
, XA

j

))1/δA

(∏δB

j=1
DB

(
YB

j
, XB

j

))1/δB
×

(∏δB

j=1
CEB

j × DB
(
YB

j
, XB

j

))1/δB

(∏δA

j=1
CEA

j × DA
(
YA

j
, XA

j

))1/δA

= TECGAB × AECGBA (15)

he first component on the (first) right-hand side of (15) captures

he spread of DMUs in Group A relative to those in Group B each

ne relative to their own technical as opposed to cost frontier. The

pread is as found as a factor in the decomposition of Camanho and

yson (2006), see its interpretation earlier within index IAB in (8).

n a similar fashion, the second component in the first RHS in (15)

aptures allocative efficiency change-group, denoted AECGBA. This can

e readily seen from the fact that each component of the product in the

umerator and the denominator is an allocative efficiency measure. (It

s recalled the allocative efficiency of a DMU is the ratio of its overall

ost efficiency to its technical efficiency, and the distance function
B(XB

j
, YB

j
) is the inverse of the technical (Farrell) efficiency of DMU j.)

hus, CEB
j DB(XB

j
, YB

j
) is the allocative efficiency of DMU j in Group B.

n view of the definition of AECGBA in (15) when its value is above 1

he DMUs in Group B are on average more allocatively efficient than

hose in Group A in the sense that the input prices are better aligned

ith the mix of inputs used by DMUs in Group B rather than in Group

. The converse is the case when the value of AECGBA is below 1.

The CTCGAB component of CIBA can be decomposed into a techni-

al change-group (TCGBA) and a price-technical effect- group (PEGAB)

omponent. These are defined as follows

CGBA =

⎡
⎢⎣

(∏δA

j=1
DB

(
XA

j
, YA

j

))1/δA

(∏δA

j=1
DA

(
XA

j
, YA

j

))1/δA
×

(∏δB

j=1
DB

(
XB

j
, YB

j

))1/δB

(∏δB

j=1
DA

(
XB

j
, YB

j

))1/δB

⎤
⎥⎦

1/2

and,

EGAB =

⎡
⎢⎣

(∏δA

j=1
CEA

j DA
(
XA

j
, YA

j

))1/δA

(∏δA

j=1
CEB,A

j
DB

(
XA

j
, YA

j

))1/δA

×
(∏δB

j=1
CEA,B

j
DA

(
XB

j
, YB

j

))1/δB

(∏δB

j=1
CEB

j
DB

(
XB

j
, YB

j

))1/δB

⎤
⎦

1/2

.

hus we have CTCGAB = TCGBA × PEGAB (16)

he superscript BA in TCGBA indicates that the technology of Group

is in the numerator and that of Group A in the denominator. The

everse is the order of technologies in PEGAB.

The TCGBA in (16) is as found in the decomposition of the Camanho

nd Dyson (2006) index IAB in (8). That is it is a measure of the distance

f the technical (non cost) boundaries of the two groups. The larger

he value of the component the less productive in technical rather

han cost terms the frontier units of Group A compared to those of

he frontier of Group B.
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Table 1

Input and output data for Group A.

DMU Input 1 Input 2 Input price Input 1 Input price Input 2 Output 1 Output 2

1 6 5 3 2 8 11

2 4 7 2 2.5 9 12

3 3 6 4 2 8 15

4 5 2 3 2.5 7 10

5 4 7 4 2 6 13

6 8 5 2 1 5 14

Table 2

Input and output data for Group B.

DMU Input 1 Input 2 Input price Input 1 Input price Input 2 Output 1 Output 2

1 4 3 4 4.5 4 7

2 5 6 3 5 2 10

3 7 4 5 4.5 5 6

4 3 3 4 5 10 14

5 2 2 4 6 8 6
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The PEGAB component in (16) captures a form of ‘allocative

shift’ which parallels the measure of boundary shift in the classi-

cal Malmquist index. This can be seen by noting that for example the

geometric mean of the terms CEB
j DB(XB

j
, YB

j
) in the denominator in

the second ratio of the expression for PEGAB in (16), is the mean al-

locative efficiency of the DMUs in Group B. The numerator into which

this mean allocative efficiency divides is a similar mean ‘allocative’

efficiency measure again of the DMUs in Group B but relative to the

technical frontier of the DMUs in Group A, using an isocost line based

on the respective input prices of the DMUs in Group B. As the same

DMUs (Group B) are used both in the numerator and the denominator

the ratio of the mean allocative efficiencies reveals the change or dif-

ference is the distance between the cost and technical frontiers of the

DMUs in Group A in the numerator compared to the corresponding

distance of the DMUs in Group B. In Fig. 1 the distances compared in

PEGAB are illustrated by the segments BC and DE between the techni-

cal and isocost frontiers.

Looking now at the first ratio in the RHS of the definition of PEGAB

when the value of this ratio is above 1 the allocative efficiency of the

DMUs in Group A relative to their own boundary and input prices

is larger than relative to the boundary of the DMUs in Group B. This

would suggest the input prices of the DMUs in Group A are more in

line with the technical boundary of the DMUs in Group A rather than

with that of the DMUs in Group B.

Thus overall the value of the expression for PEG reflects the change

in the distance between technical and cost frontiers between the two

groups of DMUs. When PEG is larger than 1 the DMUs have larger

allocative efficiency relative to the Group A rather the than to the

Group B technical boundary, using each one its own input prices. This

in practical terms means that on average the DMUs have lower scope

for cost savings by adjusting their input mix once they attain technical

efficiency within Group A than they would had they been operating

in Group B, each with its own input prices. The reverse would be the

case when the value of PEG is below 1 and when it is 1 it means

the distances between cost and technical boundaries are similar in

the two groups.

Thus, in summary the overall CIBA index can be decomposed as

follows:

CIBA = overall efficiency change group (OECGBA)

× cost technical change group (CTCGAB)

= technical efficiency change group (TECGAB)

× allocative efficiency change group (AECGBA)

× technical change group (TCGBA)

× price technical − effect group (PEGAB)
= IAB × allocative efficiency change group (AECGBA)

× price technical effect group (PEGAB) (17)

r

IBA = OECGBA × CTCGAB = [TECGAB × AECGBA]

× [TCGBA × PEGAB] = IAB × AECGBA × PEGAB (18)

he decomposition in (18) has been derived for the case of CRS tech-

ologies. In VRS technologies it is possible to derive components re-

ecting the shift in the VRS boundaries between groups and also the

mpact of scale efficiency differences on the relative cost productivi-

ies of DMUs in the two groups. This would be achieved by computing

IBA using the VRS versions of models (6) and (11) and then modifying

he first stage decomposition CIBA = OECGBA × CTCGAB in (14) using

he Ray and Desli (1997) decomposition of the Malmquist index for

RS technologies. In the interests of simplicity we do not address in

his paper VRS technologies. Similarly, in the interests of simplicity

e have not carried through the adjustment by PAB of any one of the

omponents of CIBA.

. Numerical example

In this section, we use a numerical example to illustrate the infor-

ation that can be gleaned through the cost Malmquist group index

nd its decomposition. Consider two groups of DMUs A and B where

roup A has six DMUs and Group B has five DMUs. Each DMU uses

wo inputs to deliver two outputs. The data are in Tables 1 and 2 for

roups A and B respectively.

The group cost Malmquist index CIBA, defined in (13) is found to

ave a value of 1.05. This suggests that on average, if we control for

utput and input prices the DMUs in Group B are more productive

n cost terms than those in Group A. Specifically, given observed in-

ut prices, and recalling that cost efficiency is defined as minimum

chievable to observed aggregate cost of output, then in round figures

he DMUs in Group A would need to reduce their observed aggre-

ate costs by just under 5 percent (i.e. 1/1.05) in order to attain the

ame level of cost efficiency as the DMUs in Group B. It is recalled

hat this is contrasting for each group minimum achievable relative

o observed aggregate costs rather than absolute costs of output in

ach group.

The relative price index PAB is 0.548. This means that on average

nput prices at DMUs in Group A are about 55 percent of those in

roup B. So the adjusted index Adj CIBA is 0.548 × 1.05 = 0.575. Thus

hough DMUs in Group A are on average less cost efficient than those

n Group B, because in absolute terms input prices at Group A are so
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Table 3

IAB and CIAB index and component values for two groups.

IAB TCGAB TECGAB CIBA OECGAB CTCGAB AECGAB PEGAB

0.95 1.33 0.71 1.05 0.69 1.53 0.97 1.15
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uch lower than those in Group B a DMU in Group B would need to

ower to 57.5 percent its observed aggregate costs to match an equally

fficient DMU in Group A in terms of aggregate cost, controlling for

utput.

We need to look into the decomposition of the index in CIBA in

rder to understand what lies behind the relative cost efficiency of

he DMUs in each group.

The first stage decomposition of the CIBA index (see components

n Table 3) gives the following equation:

IBA = OECGBA × CTCGAB = 0.69 × 1.53 = 1.05. (19)

The component OECGBA in the decomposition in (19) being 0.69

uggests the DMUs in Group A in cost efficiency terms are clustered

loser than the DMUs in Group B to their own cost frontier and so

erform closer to their own boundary than do the DMUs in Group

. That is on average the DMUs in Group A are some 45 percent (i.e.

/0.69) closer to their respective minimum attainable costs for their

utput than are the DMUs in Group B. The value of 1.53 for the com-

onent CTCGAB suggests that on average the cost boundaries drawn

n the technical boundary of DMUs in Group B are more demand-

ng in terms of percentage of observed costs to be cut for a DMU to

ttain cost efficiency than is the case for cost boundaries drawn on

he technical boundary of the Group A DMUs. On average the effi-

ient cost level set by Group B would be about 65 percent (i.e. 1/1.53)

f what would be the case if the DMUs in Group A were to be the

enchmark. This could be because the technical efficient boundary

f Group B is more productive (i.e. lower input levels being needed

or given output levels) and/or DMUs having generally input prices

hat necessitate bigger adjustments to input mix to reach allocative

fficiency if the benchmarks are taken from Group B.

To better understand the performance of the DMUs in the two

roups we look further into the decompositions of the two compo-

ents in (19). Table 3 shows the individual components of the overall

ndex CIBA = 1.05 while Table 4 shows the alternative decompositions

f the index.

They are as follows:

ECGBA = TECGAB × AECGBA = 0.71 × 0.97.

he component of 0.71 for TECGAB suggests that in technical efficiency

erms the DMUs in Group A are substantially closer to their own

rontier than are the DMUs in Group B (see expression (15) for the

efinition of TECGAB). The value of 0.97 of the AECGBA component

uggests that the allocative efficiency of the DMUs in Group A is on

verage slightly higher than that of the DMUs in Group B. Thus we

ave the DMUs in Group A closer to their own technical frontier with

llocative efficiency close if better than that of the DMUs in Group B.

o the dominant effect is the fact that the DMUs in Group A are closer

o their own technical frontier than are those of Group B. So of critical

ignificance in the comparative cost performance of the two groups

ill be the relative productivity of the Group A versus the Group B

echnical frontier. We found above that the CTCGAB component of the

IBA index is 1.53. This as noted above strongly suggests technical

oundary units in Group B perform much better than those in Group
Table 4

IAB and CIAB index and component values for two g

OECGAB × CTCGAB [TECGAB × AECGAB] × [TCG

0.69 × 1.53 = 1.05 [0.71 × 0.97] × [1.33 × 1.15
which along with the allocative efficiency adjustments noted above

et lower cost targets for efficiency, controlling for input prices and

utputs.

To see this we look at the decomposition of the CTCGAB component

see Table 3). It is found that

TCGAB = TCGBA × PEGAB = 1.33 × 1.15 = 1.53.

he value of 1.33 for TCG suggests the boundary units in B are con-

iderably more productive in technical (non cost) terms than those in

roup A (i.e. 33 percent more output from boundary DMUs in Group

compared to boundary DMUs in Group A for given input levels).

his combined with the finding earlier that the units in Group A are

lustered closer to their technical efficient frontier reinforces the ex-

ectation that the units in Group B would perform better than those

n Group A (i.e. we have efficient and non efficient Group A units clus-

ered together in a less productive locus than the boundary units in

roup B). The component of 1.15 on the other hand for PEGAB sug-

ests DMUs have lower scope to save cost once technically efficient

elative to the Group A rather than the Group B boundary (with their

wn input prices) reinforcing again the fact that the Group B cost

oundary is more demanding of performance in cost terms than that

f Group A.

Thus in overall terms we conclude that the DMUs in Group B per-

orm better in technical efficiency terms and have a more demanding

ost boundary and so the overall effect is that the Group B units are

ore cost efficient if we treat prices as exogenous. Of course as we

aw earlier Group B does suffer substantially more than Group A from

igh exogenous prices in absolute terms, and would need to lower

nput prices (if feasible) to match Group A in overall costs for given

utput levels.

. Conclusion

This paper has put forward a new index for comparing groups of

perating units on their productivity in aggregate cost terms when

hey use multiple inputs to secure multiple outputs and input prices

re exogenous and available. The units perform the same function

sing the same inputs and outputs but they may differ in contextual

erms, e.g. operating in different cultural or geographical areas and

nder different prevailing input prices. For example in the case of po-

ice forces they may be grouped respectively into those serving rural,

mall town, large town or cities of very large size. Though the forces

ay have the same objectives, the type of crime and public they face

ay be different by type of area as may be the input prices, including

alaries for similar skilled staff. In such cases part of the performance

f a unit may be attributable to its own management and operating

ractices while another part may be inherent to the context in which

he unit operates. In particular groups of units may face different in-

ut prices, for example by geographic location within a country or

ndeed price differences across countries, and performance of units

elative to the input prices they face is an important component of

roductivity to be isolated.

The index developed in the paper can be seen as an amalgamation

f the index developed in Camanho and Dyson (2006) for comparing

roups of units on technical efficiency terms and the cost Malmquist-

ype index developed by Maniadakis and Thanassoulis (2004) for

apturing productivity change in cost terms when input prices are

vailable. In this sense the index developed in this paper reflects in

ummary form the scope for savings at one group of DMUs relative
roups.

AB × PEGAB] IAB × AECGAB × PEGAB

] = 1.05 0.95 × 0.97 × 1.15 = 1.05
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to another, given the input prices they each face. The index can also

be adjusted to reflect the scope for savings at one group relative to

another when we also take into account the absolute levels of the

input prices the DMUs in each group face.

The unadjusted index is decomposed multiplicatively at two lev-

els. The first level decomposition consists of two components. The

first one of these reflects how far or close to their own efficient (in

cost terms) boundary are the units of each set or group. The second

component reflects a combination of technical boundary shift and

allocative efficiency change between the two groups of DMUs. The

second level decomposition consists of four components. The first

one of these reflects the spread of the units of one group around their

own technical efficient frontier compared to the similar spread of the

second group of DMUs. This component was also part of the decom-

position of the index developed by Camanho and Dyson (2006) for

comparing groups of DMUs on technical efficiency. The second com-

ponent captures the mean allocative efficiency of the DMUs of one

group against that of another. The third component reflects the rela-

tive productivity in technical (non cost) terms of the boundary units

of one group relative to that of a second group. This component is

also found in the decomposition of the index developed by Camanho

and Dyson (2006), where input prices are not available. It is akin to

the boundary shift in the classical Malmquist index of productivity

change albeit in terms of boundaries of groups of DMUs rather than

shift over time of the frontier of the same group of DMUs. A final com-

ponent of the second stage reflects the comparative distance between

the cost and technical efficient frontiers in each group of DMUs.

Hitherto the method of choice for assessing group membership

impact on performance has been the ‘metafrontier’ one. In this ap-

proach units are assessed within group, projected to the group effi-

cient boundary, and then the distance between the group boundary

and the boundary of the projected units of all groups (the metafron-

tier) identifies the impact of group membership on performance.

Summary measures of this impact are normally computed by averag-

ing in some manner the distances between the group and metafron-

tier, across the units. (For some applications using this approach see

Portela & Thanassoulis, 2001, Thanassoulis & Portela, 2002 and Jones,

2006.) The index developed in this paper offers the following advan-

tages over the metafrontier approach:

- it compares groups both from the technical and cost perspec-

tive while the metafrontier comparisons have so far focused

only on technical efficiency;

- unlike the metafrontier approach our index requires no as-

sumption that it is possible to create feasible in principle DMUs

through convex combinations of units (or of their efficient pro-

jections) across groups of DMUs;

- our index can be decompsoed so that groups can be compared

on overall performance in cost terms as well as on components

of performance such as technical, allocative and price effects.

These components have not been explored, to our knowledge,

in the tarditional metafrontier approach.

The index developed on the other hand does have some disadvan-

tages:

- The comparison is at group level only while the metafrontier

approach gives results both at group as well as at unit (DMU)

level;

- Our comparisons are based on averages (geometric) of DMU

efficiencies and such efficiencies do not reflect the relative sizes

of the DMUs. That is certain DMUs may be much bigger than

others within a given group and yet their efficiencies have the

same weight as those of smaller DMUs. (This drawback would

generally affect the metafrontier approach too, if averages are

used for comparing groups rather than units within groups);

- The index as developed here uses radial (Farrell) efficiency

measures which do not reflect any slack values of inputs or
outputs. However, this drawback can be overcome by using

measures of efficiency which do capture slack effects. This

would require a fuller development of a related index which is

not within the scope of this paper.

In conclusion the index developed enables the user to compare

roups of DMUs on technical and cost productivity deriving both an

verall index and components which identify at group level the ori-

ins of any differences in cost productivity. Such information makes

t possible to target interventions at group level to improve perfor-

ance. There remain, however, further possibilities for enhancing

he approach developed in this paper. One area concerns the decom-

osition of the main index (expression (13)) for the case where the

echnology involved is VRS. This would make it possible to compare

he groups of DMUs not only in the areas covered in the decomposi-

ion developed in this paper, but also to identify the impact, if any,

f scale size on the relative cost and indeed technical productivity of

he units of each group. Another area for further research is the ex-

loration of whether bootstrapping or other approaches can be used

o estimate confidence intervals on the main index in (13) and its

omponents.
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