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Abstract

User-based and item-based collaborative filtering (CF) methods are two of the most widely used techniques in recommender systems. While these algorithms are widely used in both industry and academia owing to their simplicity and acceptable level of accuracy, they require a considerable amount of time in finding top-\( k \) similar neighbors (items or users) to predict user preferences of unrated items. In this paper, we present Reversed CF (RCF), a rapid CF algorithm which utilizes a \( k \)-nearest neighbor (k-NN) graph. One main idea of this approach is to reverse the process of finding \( k \) neighbors; instead of finding \( k \) similar neighbors of unrated items, RCF finds the \( k \)-nearest neighbors of rated items. Not only does this algorithm perform fewer predictions while filtering out inaccurate results, but it also enables the use of fast k-NN graph construction algorithms. The experimental results show that our approach outperforms traditional user-based/item-based CF algorithms in terms of both preprocessing time and query processing time without sacrificing the level of accuracy.

1. Introduction

User-based and item-based collaborative filtering (CF) methods are two of the most widely used techniques in recommender systems. When a user requests a recommendation, the user-based CF algorithm, introduced by Herlocker, Konstan, Borchers, and Riedl (1999), predicts the users preferences for all of the unrated items based on similar users’ preferences for those items. In a similar way, the item-based CF algorithm presented by Sarwar, Karypis, Konstan, and Riedl (2001) predicts the preferences of the user for all unrated items based on the user’s preference levels for similar items.

Cremonesi, Koren, and Turrin (2010) and Lee, Song, Kahng, Lee, and Lee (2011) state that CF algorithms produce movie recommendations of a higher quality compared to baseline algorithms, which only recommend the most popular movies or highly rated movies. Although there have been proposed more efficient algorithms, such as those that use singular vector decomposition presented by Cremonesi et al. (2010) or a random walk proposed by Lee et al. (2011) and Lee, Park, Kahng, and Lee (2013), CF algorithms are still widely used in both industry and academia owing to their simplicity and acceptable levels of accuracy. For example, the Amazon and YouTube recommender systems, introduced by Linden, Smith, and York (2003) and Davidson et al. (2010) respectively, utilize CF-based algorithms. Additionally, many modified versions of CF algorithms such as the work of Lee, Park, Kahng, Lee, and Lee (2010b) and Park, Lee, and Lee (2011) are being proposed for the purpose of building context-aware recommender systems.

One of the main drawbacks of CF algorithms is that predictions are necessary for all unrated items. While such an approach facilitates evaluations of the accuracy of various algorithms using the root-mean-square error (RMSE), this method consumes a significant amount of recommendation time. Moreover, the pre-processing time is also long, especially for a user-based CF algorithm, as it has to calculate all of the similarity values between users.

In this paper, we present Reversed CF (RCF),\(^1\) a fast CF algorithm using a \( k \)-nearest neighbor (\( k \)-NN) graph. One main idea of this approach is that it reverses the process of finding \( k \) neighbors. Not only does this algorithm perform fewer predictions while filtering out inaccurate results, but it also enables the use of fast \( k \)-NN graph construction algorithms. The contributions of our work can be summarized as follows:

\(^1\) This paper is an extended version of the work of Park, Park, Lee, and Jung (2014a).
We present RCF, a fast CF algorithm which uses a $k$-NN graph. Because RCF performs fewer rating predictions, the recommendation time (query processing time) is significantly reduced compared to that of a user-based or an item-based CF algorithm.

We apply a fast $k$-NN graph construction algorithm known as greedy filtering to reduce the RCF pre-processing time significantly. We also apply TF-IDF weighting to our dataset before executing the greedy filtering algorithm for further improvements.

Through experiments with different parameter settings, we show that RCF outperforms traditional user-based/item-based CF algorithms in terms of both preprocessing time and recommendation time without sacrificing accuracy.

The rest of this paper is structured as follows. In Section 2, we review user-based/item-based CF algorithms and their general optimization techniques. In Section 3, we present RCF, a fast collaborative filtering algorithm. In Section 4, we show experimental results comparing our approach to the traditional CF algorithms. Finally, we conclude the paper and present future research directions in Section 5.

2. Related work

Adomavicius and Tuzhilin (2005) classified existing recommender systems into six categories based on the types of recommendation approach (content-based filtering, collaborative filtering, and hybrid approach), and the types of recommendation techniques (heuristic-based approach and model-based approach) for the rating estimation. Although the traditional collaborative and heuristic-based approaches are outperformed by the different types of recommender systems, especially the model-based approaches such as one using matrix factorization introduced by Koren, Bell, and Volinsky (2009), singular vector decomposition presented by Cremonesi et al. (2010), or random walk proposed by Lee et al. (2011, 2013), in terms of prediction accuracy, Desrosiers and Karypis (2011) state that the traditional approaches are still widely used due to their simplicity, justifiability, efficiency and stability. For example, according to Linden et al. (2003) and Davidson et al. (2010), the Amazon and YouTube recommender systems exploit the collaborative and heuristic-based approaches. In this paper, we focus on the item-based CF and user-based CF algorithms, which are two of the most popular approaches among them.

User-based CF algorithms predict the preferences of all items unrated by the user based on similar user preferences for those items. According to Herlocker et al. (1999), the predicted rating for active user $a$ for item $i$ is defined as follows:

$$p_{ai} = \frac{\sum_{n \in N(a)} (r_{ai} - \bar{r}_u) \cdot \text{sim}(a, n)}{\sum_{n \in N(a)} |\text{sim}(a, n)|},$$

(1)

where $N(a)$ denotes the set of $k$-nearest neighbors of $a$ among the users that have rated item $i$: $r_{ai}$ denotes the rating of item $i$ by user $n$; $\bar{r}_u$ and $\bar{r}_n$ are the average ratings of user $a$ and neighbor $n$, respectively; $\text{sim}(a, n)$ is the similarity between $a$ and $n$. We use the Pearson correlation coefficient as the similarity measure for the user-based CF algorithm:

$$\text{sim}(a, n) = \frac{\sum_{i \in C_a} (r_{ai} - \bar{r}_u) (r_{ni} - \bar{r}_n)}{\sqrt{\sum_{i \in C_a} (r_{ai} - \bar{r}_u)^2} \sqrt{\sum_{i \in C_a} (r_{ni} - \bar{r}_n)^2}}$$

(2)

where $C_a$ denotes the set of co-rated items.

Herlocker et al. (1999) and Desrosiers and Karypis (2011) state that there are common optimization techniques for the user-based CF algorithm, such as significance weighting, variance weighting, and selecting neighborhoods. The first two techniques are used to adjust the similarity values between users. If two users had fewer than 50 commonly rated items, significance weighting devalues the similarity between them by $(1 - \# \text{commonly rated items}/50) \times 100$; variance weighting decreases the influence of items with low variance, such as Titanic. The third technique selects only $k$ neighbors when predicting the ratings of unrated items in that the use of less similar users may have a negative impact on the quality of recommendations.

Item-based CF algorithms predict the preferences of items unrated by the user based on the preference levels of similar items for the user. According to Sarwar et al. (2001), the predicted rating for active user $a$ for unrated item $i$ is defined as follows:

$$p_{ai} = \frac{\sum_{n \in N(i)} r_{an} \cdot \text{sim}(i, n)}{\sum_{n \in N(i)} |\text{sim}(i, n)|},$$

(3)

where $N(i)$ denotes the set of $k$-nearest neighbors of $i$ among the items that have been rated by active user $a$. In order to find $N(i)$ efficiently, the algorithm first constructs a $l$-nearest neighbor graph, which represents the $l$-nearest neighbor relationships between items. Then we can find the $k$ number of neighbors based on this pre-computed $l$-NN graph instead of calculating the item-by-item similarity matrix when a recommendation is requested. In this equation, we use the adjusted cosine similarity as the similarity measure:

$$\text{sim}(i, n) = \frac{\sum_{j \in C_i} (r_{ai} - \bar{r}_u) (r_{aj} - \bar{r}_u)}{\sqrt{\sum_{j \in C_i} (r_{ai} - \bar{r}_u)^2} \sqrt{\sum_{j \in C_i} (r_{aj} - \bar{r}_u)^2}}$$

(4)

where $C_i$ denotes the set of co-raters. $\bar{r}_u$ is the average rating of user $u$.

Cremonesi et al. (2010) and Lee et al. (2011) indicate that CF algorithms produce movie recommendations of a high quality compared to baseline algorithms, which only recommend the most popular movies or highly rated movies. Although more efficient algorithms have been proposed, CF algorithms are still widely used in industry and academia due to their simplicity and acceptable levels of accuracy. However, there are several barriers preventing the realization of rapid recommendations when using existing approaches. First, it is necessary to find different neighbors depending on the active users. Specifically, the user-based CF algorithm finds the $k$-nearest users from among all users who have rated a certain unrated item $i$ when predicting the rating of $i$, whereas the item-based CF algorithm finds the $k$-nearest items from among all items that have been rated by active user $u$. Second, it is necessary to predict all of the unrated items when a recommendation is requested by a user. This procedure is somewhat inefficient in that according to Cremonesi et al. (2010) and Park, Yang, Song, Lee, and Lee (2013b), we usually need only the top-$N$ recommendation results in real-world scenarios. While CF algorithms would provide rapid recommendations if there were not too many recommendation requests in a short time frame, it would not be easy for commercial recommender systems in which numerous recommendations are being requested by numerous users to provide real-time recommendations. Although there have been a few approaches to reduce the recommendation time, such as the work of Sarwar et al. (2001), Das, Datar, Garg, and Rajaram (2007), and Birnolo and Ronca (2013), either the performance gain is not significant or the approaches are not based on user-based/ item-based collaborative filtering.
3. Fast collaborative filtering

Our approach consists of two main steps: first, we approximately construct a $k$-nearest neighbor graph ($k$-NN graph) as a preprocessing step based on our previous work of Park, Park, Lee, and Jung (2013a, 2014b) (Section 3.1). Here, we usually set $k$ such that $I \gg k > k$. Second, we find the $k$ neighbors of unrated items based on the $k$-NN graph. Then we recommend items to users using the $k$ neighbors and our revised version of the non-normalized cosine neighborhood (Section 3.2).

3.1. Nearest neighbor graph construction

The construction of a $k$-NN graph is a task which involves finding the $k$ nodes most similar to each node. Although other tasks, such as $k$-NN search presented by Datar, Immorlica, Indyk, and Mirrokni (2004) and Gan, Fang, and Ng (2012), reverse $k$-NN search proposed by Achtert et al. (2006), similarity join introduced by Lee, Park, Shim, and Lee (2010a) and top-$k$ similarity join presented by Xiao, Wang, Lin, and Shang (2009) and Kim and Shim (2012), can be used for recommender systems, we use the $k$-NN graph because it is one of the most appropriate data structure for our algorithm. One of the easiest ways to construct a $k$-NN graph is to calculate the similarities between all of the nodes and extract the nodes most similar to each node. In spite of its simplicity, this brute-force approach requires quadratic time complexity, which is burdensome when used in conjunction with large amounts of data. An alternative way to cope with this problem is to use inverted indices given the fact that item-by-user matrices are usually very sparse. However, according to Park et al. (2014b), this approach is also not appropriate for handling large amounts of high-dimensional data.

Our main idea is to construct an approximate $k$-NN graph based on greedy filtering presented by Park et al. (2013a, 2014b) in order to speed up this process. It is known that greedy filtering outperforms other $k$-NN graph construction algorithms, such as NN-Descent proposed by Dong, Moses, and Li (2011) or kNN-Overlap presented by Chen, Fang, and Saad (2009), for high-dimensional sparse datasets. If there is no decline in the quality of recommendations when we use approximate graphs, we do not have to spend much time on building an exact $k$-NN graph. The accuracy of the $k$-NN graph is defined as follows:

$$\text{Accuracy} = \frac{\#\text{correct } k - \text{ nearest neighbors}}{\#\text{nodes} \cdot k}$$

Fig. 1 shows an example of how greedy filtering constructs an approximate $k$-NN graph. In this figure, there are five items and ten users; the values in the matrix indicate the ratings, each corresponding to its item and user. The main idea of greedy filtering is to filter item pairs whose “large value dimensions” (the shaded portions in the figure) do not overlap at all. In this figure, $i_1$ and $i_2$ share a common large value dimension. Hence, we calculate the similarity between $i_1$ and $i_2$. In contrast, $i_2$ and $i_4$ do not have a common large value dimension; accordingly, we do not calculate the similarity between $i_2$ and $i_4$. Park et al. (2014b) describe in detail the manner in which large value dimensions are selected for each item. In an actual implementation of this method, we use adjacency lists instead of adjacency matrices. The empirical time complexity of greedy filtering is $O(|X|^2)$, where $X$ is a set of items.

According to Park et al. (2014b), this algorithm performs much better when we apply the TF-IDF weighting scheme and this process does not decrease the quality of recommendations significantly. Thus we adjust the values in the input matrix based on the TF-IDF weighting scheme:

$$M'_{ij} = \left(0.5 + \frac{0.5 \cdot M_{ij}}{\max\{M_{ik} : u_k \in U\}}\right) \times \log\left(|I| \cdot F(u_j)\right)$$

where $M_{ij}$ denotes the original value of the matrix corresponding to the $i$th item and the $j$th user; $I$ denotes a set of items; $F(u_j)$ denotes the number of items that have values corresponding to the users $u_j$.

For example, suppose that we use the cosine similarity with the TF-IDF weighting scheme and that there are two items $i_1$ and $i_2$ in a dataset. In such a case, greedy filtering would calculate their level of similarity if they are highly rated by at least one certain inactive user. Otherwise, it would filter out those item pairs.

3.2. Fast recommendation algorithm

Recall that the two main drawbacks of user-based or item-based CF algorithms are that they have to find different neighbors depending on active users and that they have to predict all of the unrated items. Our novel algorithm, RCF, solves these problems. Let $B[i]$ be a $k$-NN list of item $i$, which was already calculated in Section 3.1. Let $I_u$ and $I_r$ be sets of unrated items and rated items of an active user $u$, respectively. Then RCF works as follows:

1. For every item $i \in I_u$, prepare an empty set $S[i]$.
2. For every item $i \in I_r$ and every item such that $j \in I_u$ and $j \in B[i]$, add $i$ to $S[j]$.
3. For every item $i \in I_r$, if $|S[i]| > k$, then delete all except for the most similar $k_1$ items from $S[i]$.
4. Then, predict the ratings for all items $i$ such that $i \in I_u$ and $|S[i]| = k$,

$$p_{ui} = r_i + \sum_{n=0}^{k} (r_{i,n} - r_i) * \text{sim}(i, n)$$

Here, $\text{sim}(i, n)$ is the cosine similarity between $i$ and $n$. It is defined as follows:

$$\text{sim}(i, n) = \frac{\sum_{c=1}^{C} r_{ic} \cdot r_{nc}}{\sqrt{\sum_{c=1}^{C} (r_{ic})^2} \sqrt{\sum_{c=1}^{C} (r_{nc})^2}}$$

Fig. 1. Example of greedy filtering.
If an unrated item does not have the list of \( k \) number of items, RCF does not predict its rating.

Fig. 2 shows an illustrative example of our approach. In this example, we set \( k \) and \( k' \) to 2 and 2, respectively. Thus we find 2-nearest neighbors for each rated item. An edge from a rated item \( i \) to an unrated item \( j \) indicates that \( j \) is one of the 2-nearest neighbors of \( i \). The first unrated item has three incoming edges and the similarities between this item and the rated items are 0.9, 0.8 and 0.7 respectively. Because \( k \) is 2 in this example, we discard the edge labeled with 0.7, and predict the ratings of the item based on the remaining edges. On the other hand, the second unrated item has just one incoming edge so that we do not predict the rating of the item.

The intuition behind this algorithm is that if one of the nearest neighbors of rated item \( i \) is unrated item \( j \), there would be a high probability that one of the nearest neighbors of unrated item \( j \) is rated item \( i \). This is why the proposed algorithm is termed Reversed CF. One of the main characteristics of RCF is that it does not predict the preferences of all unrated items of a user. This approach does not sacrifice the level of recommendation quality for two reasons. First, if the rating of an unrated item is predicted by RCF, RCF and the item-based CF algorithm select the same neighbors for predicting the item in many cases. Second, if the rating of an unrated item is not predicted by RCF, the average similarity value of the \( k \)-nearest neighbors of the unrated item is usually lower than that of another item predicted by RCF, which is the case when it is difficult for the item-based CF algorithm to predict accurate ratings. In Section 4, we will discuss this in more detail.

4. Experiments

4.1. Experimental setup

4.1.1. Dataset and algorithms

We use the MovieLens dataset\(^2\) for comparisons: there are 1,000,209 ratings, 3952 movies, and 6040 users; each user rates at least 20 number of items; the rating scale ranges from 1 to 5 in which higher ratings indicate greater preference. We considered four types of algorithms for a comparison: UserCF implements the work by Herlocker et al. (1999); ItemCF implements the work by Sarwar et al. (2001); RCF implements only the fast recommendation algorithm presented in Section 3.2; RCF + TFIDF + GF implements the fast recommendation algorithm presented in both Sections 3.1 and 3.2.

We set the default parameters \( k, k' \), and \( i \) to 10, 20, and 300, respectively. Table 1 summarizes the above mentioned recommendation algorithms and their related parameters.

### 4.1.2. Quality evaluation

We follow the testing methodology of a recommender system introduced by Cremonesi et al. (2010). We divide the ratings into two groups. One group of data consisting of 986,206 ratings (98.6% of ratings) is used for our training set, and the other group of data consisting of 14,003 ratings (1.4% of the ratings) is used for the probe set. The test set consists of all of the five-star ratings (1661 ratings) of 3719 unpopular movies (99.65% of the movies) in the probe set. Then, for each rating of movie \( m \) rated by user \( u \) in the test set, we randomly select 1000 movies unrated by \( u \) and recommend the top-N movies from among the 1001 movies (the 1000 items selected in addition to \( m \)); if we recommend \( m \), we refer to this as a hit. Finally, we measure the degree of recall using the following equation:

\[
\text{recall} = \frac{\# \text{ hits}}{\text{[test set]}}.
\]

### 4.1.3. Performance evaluation

We measure both the preprocessing time and the recommendation time for each algorithm. In UserCF, the preprocessing time is the overall time needed to construct the user-by-user similarity matrix plus the time for significance weighting. For ItemCF, we measure the \( l \)-nearest neighbor (\( -NN \)) graph construction time as the preprocessing time. We use the inverted index-based method to calculate the \( -NN \) graph, as it is one of the fastest algorithms for constructing an exact nearest neighbor graph. Similarly, the preprocessing time of RCF consists of the time needed to construct the \( k' \)-NN graph; we construct this graph using inverted indices. The preprocessing time of RCF + TFIDF + GF is identical to that of RCF, except it uses greedy filtering to construct the \( k' \)-NN graph. The recommendation time is the total time to produce top-N recommendations for all 6040 users, because according to Davidson et al. (2010), it is common to precompute all of the recommendation results in commercial systems.

### 4.2. Overall comparison

Fig. 3 shows the recall of the above mentioned algorithms while varying the number of recommended items. In this result, RCF outperforms both UserCF and ItemCF, which means that fewer rating predictions yield better results. When we apply the TF-IDF weighting scheme and use the approximate \( k' \)-NN graph with 80% accuracy instead of an exact \( k' \)-NN graph, the recall is decreased slightly, though this method still outperforms UserCF and ItemCF.
There are two main reasons why RCF outperforms ItemCF despite the fact that RCF simulates ItemCF. First, ItemCF usually predicts the ratings of unrated items based on fewer similar items. Second, rating predictions based on less similar items are less accurate than those based on similar items. Table 2 provides evidence of these assertions. First, we divided the items into two subsets, where one subset contains unrated items whose ratings are predicted by RCF and the other subset contains other unrated items. Then, for each subset, we measured the average similarity of selected neighbors, MAE, and RMSE after executing ItemCF. The average similarity value supports the first assertion, and MAE and RMSE support the second assertion. Note MAE and RMSE of user $u$ are defined as follows:

$$MAE(u) = \frac{\sum_{i \in I_S} |p_{ui} - \hat{p}_{ui}|}{|I_S|}$$

$$RMSE(u) = \sqrt{\frac{\sum_{i \in I_S} (p_{ui} - \hat{p}_{ui})^2}{|I_S|}}$$

where $\hat{p}_{ui}$ denotes the predicted rating of item $i$ by $u$, $p_{ui}$ denotes its corresponding actual rating, and $I_S$ denotes an item set, which can be a set of either items selected by RCF or items not selected by RCF.

One limitation of RCF is that the algorithm cannot recommend many items if the parameter $k_0$ is not large enough. Because of this limitation, as shown in Fig. 3, the recall of RCF and the RCF variant does not increase significantly when $N$ is large enough. Although Sarwar et al. (2001) and Park et al. (2013b) state that we usually need only a small number of recommendations in real-world scenarios, if there is a need for a very large number of recommendations, the performance of RCF would be similar to that of ItemCF.

Fig. 4 shows the pre-processing time and recommendation time of the above mentioned algorithms on a log scale: (1) UserCF is the slowest algorithm among these four algorithms. As a preprocessing step, this algorithm constructs a user-by-user similarity matrix and applies the significance weighting to the similarity matrix, which takes quadratic time complexity in total. It also consumes a considerable amount of recommendation time when a query is requested, because for each unrated item, it selects $k$ users who have rated the item and predicts the rating of the item. (2) ItemCF is faster than UserCF in that it does not need to calculate a similarity matrix or complete the significance weighting step. Instead, it constructs a $l$-NN graph in which $l$ greatly exceeds $k$. Although $l$ is a large constant, we reduce the time to construct the graph using inverted index join, which is one of the fastest algorithms among all exact $k$-NN graph construction algorithms. (3) While the preprocessing time of RCF is similar to that of ItemCF, this algorithm significantly outperforms ItemCF in terms of recommendation time for two reasons. First, it does not take much time to select the neighbors of each unrated item in that it only checks the set size of each unrated item and then deletes all except for the most similar $k$ items. Second, it calculates fewer item ratings, which dramatically decreases the recommendation time. (4) RCF + TFIDF + GF is the fastest algorithm among these four algorithms. While its recommendation time is similar to that of RCF, it outperforms RCF in terms of...
These figures: first, the recall is the highest when the number of recommended items. There are two interesting findings of RCF variants with different graph accuracy levels, varying the preprocessing time, as it constructs an approximate $k$-NN graph by means of greedy filtering. In Section 4.3, we demonstrate even faster recommendations by changing the greedy filtering parameters.

4.3. Effects of parameter changes

We identified several important factors that affect the quality and performance of the algorithms: the parameters $k$, $k'$, $l$, and the $k$-NN graph accuracy. Because the parameters $k$ and $l$ were analyzed in the work of Herlocker et al. (1999) and Sarwar et al. (2001), we only analyze $k'$ and the $k$-NN graph accuracy in this paper. Fig. 5 shows the recall of RCF variants with different parameter $k'$, varying the number of recommended items. Note $k'$ is directly related to the number of rating predictions performed by RCF. When we increase the parameter from 10 to 20 or from 20 to 30, the recommendation quality is improved because we can consider more items for the top-N recommendation. However, when we increase the parameters from 30 to 70, the recommendation quality is not improved for the reasons given in the previous subsection. Fig. 6(a) and (b) show that the parameter $k'$ is also related to the recommendation time and the percentage of rating predictions, respectively. Because we can improve the execution time by setting $k'$ to a low value, it would be desirable to set $k'$ to 20 or 30.

Similarly, Figs. 7 and 8 show the recall and pre-processing time of RCF variants with different graph accuracy levels, varying the number of recommended items. There are two interesting findings in these figures: first, the recall is the highest when $k$-NN graph accuracy is 70%. We can see this result because we cannot guarantee that we will always prefer the items more similar to the preferred items. Similar results are shown in the work of Chen et al. (2009), where an approximate $k$-NN graph is used for fast agglomerative clustering. Second, the elapsed time of RCF is the highest when $k$-NN graph accuracy is 90%, because we use inverted index join instead of greedy filtering when we construct the exact $k$-NN graph. Generally, however, the quality of recommendations slightly drops off when we decrease the graph accuracy, whereas the pre-processing time is significantly reduced. We can infer that these RCF variants perform even better in terms of pre-processing time as the number of nodes or dimensions scales up due to the scalability gained when using greedy filtering.

5. Conclusions

This paper presents RCF, a fast CF algorithm which utilizes a $k$-NN graph. Not only does this algorithm perform fewer predictions while filtering out inaccurate results, but it also supports the rapid retrieval of similar users. The experimental results show that our approach outperforms traditional user-based/item-based CF algorithms in terms of both preprocessing time and query processing time without sacrificing the level of accuracy when we set $k$ and $k'$ to 10 and 20, respectively. While much of the recent work, such as Birtolo and Ronca (2013) and Lee et al. (2013), focuses on improving the recommendation quality, the main aim of our approach is to reduce the elapsed time required for recommendation.

The limitations of our approach are twofold: first, RCF is not appropriate for the case where we have to predict the ratings for all of the unrated items. In future work, we would like to present a novel algorithm for coping with this problem. Second, the performance of greedy filtering significantly depends on the dataset so that the algorithm could be slower than inverted index join in the worst case. Thus we are currently developing a novel $k$-NN graph construction algorithm that guarantees high level of quality and performance.
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